
© 2017 Nørgaard et al. This work is published and licensed by Dove Medical Press Limited. The full terms of this license are available at https://www.dovepress.com/terms. 
php and incorporate the Creative Commons Attribution – Non Commercial (unported, v3.0) License (http://creativecommons.org/licenses/by-nc/3.0/). By accessing the work 

you hereby accept the Terms. Non-commercial uses of the work are permitted without any further permission from Dove Medical Press Limited, provided the work is properly attributed. For 
permission for commercial use of this work, please see paragraphs 4.2 and 5 of our Terms (https://www.dovepress.com/terms.php).

Clinical Epidemiology 2017:9 185–193

Clinical Epidemiology Dovepress

submit your manuscript | www.dovepress.com

Dovepress 
185

M E T H O D O L O G Y

open access to scientific and medical research

Open Access Full Text Article

http://dx.doi.org/10.2147/CLEP.S129879

Confounding in observational studies based 
on large health care databases: problems and 
potential solutions – a primer for the clinician

Mette Nørgaard1 
Vera Ehrenstein1 
Jan P Vandenbroucke1–3

1Department of Clinical Epidemiology, 
Aarhus University Hospital, 
Aarhus, Denmark; 2Department 
of Clinical Epidemiology, Leiden 
University Medical Center, The 
Netherlands; 3Department of 
Epidemiology and Population 
Health, London School of Hygiene 
and Tropical Medicine, London, 
United Kingdom

Abstract: Population-based health care databases are a valuable tool for observational stud-

ies as they reflect daily medical practice for large and representative populations. A constant 

challenge in observational designs is, however, to rule out confounding, and the value of these 

databases for a given study question accordingly depends on completeness and validity of the 

information on confounding factors. In this article, we describe the types of potential confounding 

factors typically lacking in large health care databases and suggest strategies for confounding 

control when data on important confounders are unavailable. Using Danish health care data-

bases as examples, we present the use of proxy measures for important confounders and the 

use of external adjustment. We also briefly discuss the potential value of active comparators, 

high-dimensional propensity scores, self-controlled designs, pseudorandomization, and the use 

of positive or negative controls.
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Introduction
Observational studies based on large existing health care databases have a well-

established role in clinical research. Nevertheless, there are controversies regarding 

the validity of observational studies based on such databases. Among limitations is 

the fact that the data collection methods are predetermined and not controlled by the 

researcher. Misclassification constitutes a frequent limitation of registry-based research. 

In addition, as with any type of nonrandomized epidemiological research, the absence 

of confounding cannot be assumed in studies of associations between a given expo-

sure and a given outcome using large databases. The value of these population-based 

databases for interpreting observed associations as causal will therefore also depend 

on how effectively confounding can be controlled.

Confounding is the situation in which the difference in the risk of the outcome 

(or lack thereof) between exposed and unexposed can be explained entirely or 

partly by imbalance of other causes of the outcome in the contrasted groups.1 Ide-

ally, to directly observe a causal (ie, confounding-free) exposure–outcome relation, 

we would like to examine the occurrence of a given outcome in the same group of 

people over the same period of time under two contrasted exposure conditions. In 

reality, this is impossible, as for each person only the outcome under one exposure 

condition is observed; the outcome under the counterfactual exposure condition is 

not observed. Thus, one will need to find ways to control confounding or at least 

assess its potential impact.
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When an exposure is allocated randomly, as in random-

ized controlled trials, any association between a given 

prognostic variable and the exposure will be random. Accord-

ingly, if the trial is adequately powered and well designed, 

randomization will, on average, control both known (mea-

sured and unmeasured) and unmeasured confounders, be 

it that there is no guarantee of ideal balance in any single 

study.2 Randomized trials often have narrow inclusion crite-

ria3 and therefore tend to enroll a selection of patients with 

only one diagnosis, with no concomitant therapies, neither 

very young nor old, and with a reasonable prognosis.4,5 In 

contrast, large population-based health care databases reflect 

the entire daily clinical practice for large and representative 

populations. Yet, the ability of a given strategy to control 

confounding in studies based on these databases depends 

on completeness and validity of the recorded information 

on confounding factors.

The aims of this article are to describe the types of poten-

tial confounding factors about which data are not typically 

recorded in large medical databases and to present potential 

strategies for dealing with such confounding. Therefore, we 

will also briefly discuss self-controlled designs, the use of 

external adjustment, pseudorandomization, high-dimensional 

propensity scores, active comparators, and the use of positive 

or negative controls – all of which are attempts to overcome 

the potential lack of availability of information on confound-

ing factors. We thereby intend to give a quick overview that 

can serve as a primer for clinicians.

Many of our examples stem from the use of Danish 

population-based health care databases. However, we think 

that similar concerns and similar solutions will exist in other 

databases in other countries. Database research is becoming 

increasingly important for clinical research worldwide. Den-

mark has the experience of a long tradition for establishing 

and maintaining population-based medical registries and 

databases. Possibility of linkage of these data sources using 

a 10-digit personal identification number (the civil personal 

register number), which follows each Dane from cradle to 

grave, creates a valuable tool for observational research, with 

an added benefit of the underlying universal access to health 

care, making selection bias negligible in many situations.6

Which confounders are recorded?
Whether confounding is a potential threat to the validity 

in each specific observational study depends on the study 

question and the data availability, as most strategies to cope 

with potential confounding require that we are aware of the 

confounding variables and able to measure them (Table 1).

To obtain an overview of the potential confounders, a 

first and time-honored strategy is to start with a list of vari-

ables that are known causes of the outcome, based on our 

knowledge of the existing literature.7 Next, we can remove 

the variables that are not associated with the exposure. We 

should also remove variables that are causes of the outcome 

but lie on the exposure–outcome causal pathway because 

it would be wrong to treat them as confounders.1 Then, we 

can categorize the remaining potential confounders in our 

list into variables that are measured in the data and variables 

that are not measured but are measurable in a substudy or 

in another setting. Finally, we may have variables that are 

not measured and on which we have no information, as 

well as confounders that are unknown at present. In most 

straightforward studies of the effect of an exposure on an 

outcome, this strategy of selecting confounders will work 

well. In case the problem is more intricate, however, with 

complex exposures (eg, exposures that are strongly related 

to background social conditions) or in complex study situ-

ations (eg, repeated measurements and time dependency of 

exposures and confounders), a possibility is to use directed 

acyclic graphs (DAGs) to elicit potential causal pathways. 

An explanation of how to use DAGs is outside the scope of 

this article, but excellent introductions are widely available.8,9

For instance, if we want to examine the evolution of 

30-day survival following a first myocardial infarction over 

several decades, the list of potential confounders could be 

short. It may be sufficient to take only sex and age into 

account, and these variables are easily accessible in all Danish 

Table 1 Different types of confounders and potential solutions 
on how to control for these in observational studies based on 
health care databases

Type of confounders Examples Strategy

Measured Age and sex Restriction
Matching
Stratification
Standardization
Regression analysis
Propensity scores

Unmeasured but measurable Smoking External adjustment
Body mass index Proxy measures
Disease severity Imputation

Unmeasurable Frailty Self-controlled design

Instrumental variable
Mendelian 
randomization
Active comparator
Regression 
discontinuity design
Sensitivity analyses
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registries.10 If we are going to examine whether the use of 

statins protects against cerebral glioma, it may be necessary 

to adjust for several potential confounding factors, such as 

diabetes, a history of stroke, exposure to endogenous sex 

hormones, exposure to ionizing radiation, use of various 

drugs, and lifestyle factors and socioeconomic status.11 In 

the latter case, not all potential confounders are available in 

most of the health care databases.

In administrative registries, such as the Danish National 

Patient Registry (DNPR), we have access to hospital diag-

noses and procedures12 while data on lifestyle factors are 

sparse.13 For example, information on smoking is usually not 

well recorded in all patient groups in the typical administra-

tive health registries.13 In some cases, a diagnosis of chronic 

obstructive lung disease (COPD) can be considered as a 

proxy measure of smoking. However, although a diagnosis 

of COPD may be a good marker of previous smoking, it may 

be an imprecise marker of current smoking status as most 

of the patients are encouraged to quit smoking when they 

receive COPD diagnosis.14 Instead, we can consider retriev-

ing information on smoking status from medical charts on 

a subpopulation or we can use information from, eg, health 

surveys on how smoking is likely distributed in the exposure 

groups and how strongly it is associated with the outcome. 

We can then take this information into account using external 

adjustment.15

If the external information or information from a sub-

group is not easily obtainable, sensitivity analysis might be 

helpful to assess the potential impact that an unmeasured con-

founder could have on the study. Svensson et al16 used Danish 

registries to examine the association between vagotomy and 

subsequent risk of Parkinson’s disease. After 20  years of 

follow-up, the adjusted hazard ratio of Parkinson’s disease in 

vagotomized persons compared with the general population 

was 0.53 (95% CI, 0.28–0.99). Because smoking is associ-

ated with an increased risk of peptic ulcer (the underlying 

indication for vagotomy)17 and, at the same time, may protect 

against Parkinson’s disease,18 lack of data on smoking was of 

concern, as smoking, rather than vagotomy, could be behind 

the observed protective association. First, the authors consid-

ered using COPD as a proxy measure for smoking. Control-

ling for a diagnosis of COPD would, however, only to some 

degree control the effect of smoking, since the prevalence of 

COPD is much lower than the prevalence of smoking (2.4% 

of patients who underwent truncal vagotomy had a COPD 

diagnosis compared to 1.2% of the comparison cohort), 

suggesting that most of the confounding would remain 

uncontrolled. To address the potential residual confounding 

by smoking, the authors performed a sensitivity analysis for 

unmeasured confounding19 in which they assumed that the 

relative risk of Parkinson’s disease in smokers was 0.53 based 

on data from a US study20 and that the proportion of smok-

ers in the unexposed cohort (ie, in the general population of 

Denmark) was 60% in the 1970s.21 If 85% of the vagotomized 

patients were assumed to be smokers, the corrected adjusted 

hazard ratio was 0.66. This sensitivity analysis demonstrated 

that although smoking was likely to confound the association 

between vagotomy and Parkinson’s disease, differences in 

smoking prevalence could only explain a minor part of the 

protective effect observed after vagotomy.

Disease severity, often an important confounder, is not 

consistently recorded in medical databases. If we are com-

paring the effect of a certain drug in patients with a specific 

disease of interest with the outcome in patients with the same 

disease who do not use the drug or use a different one, then 

severity of underlying disease could be the indicator of the 

treatment choices. The untreated group may include both 

patients with very mild disease who do not need any treatment 

and patients with treatment contraindications for treatment 

who may be severely ill.22 If severity measures are not avail-

able, proxy measures, such as use of health care services and 

use of certain medications, should be considered, and these 

proxies may also be combined. Actually, the longitudinal 

data in the large population-based medical databases can 

be understood as a set of proxies that indirectly describe the 

health status of a given patient.23 High-dimensional propen-

sity score adjustment is a technique initially developed to 

empirically identify and select a large number of covariates 

from routine health care data, which when combined, allow 

for high-dimensional proxy adjustment that would reduce 

residual confounding.23 By using all available information 

and combining variables into a propensity score, the hope 

is to catch sufficient amount of information to remove the 

effect of confounding, including unknown confounding. 

However, like for other methods of statistical adjustment,24 

we have no guarantee that propensity score methods will 

remove unknown confounding. For example, a British study 

compared the results of using propensity score methods to 

study the effect of spironolactone treatment on mortality in 

patients with heart failure in an observational setting to those 

of a randomized controlled trial.25 This study demonstrated 

that the propensity score analyses were unable to capture 

the effect of severity of the underlying illness (confounding 

by indication), and thus, the propensity score analyses pro-

vided biased results. Although high-dimensional propensity 

score adjustment may not always make a big difference in 
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the ability to control confounding if major confounders are 

measured,26 this method seems, in some cases, more effec-

tive than simple confounder adjustment by variables selected 

based on clinical reasoning, even in large databases as in the 

Nordic countries.27 Also when compared with conventional 

propensity score methods, high-dimensional propensity 

score may better control confounding by indication in phar-

macoepidemiological studies.28 Although propensity score 

methods are often recommended over standard regression 

methods when the outcome is rare,29 one needs to be careful 

in using high-dimensional propensity score without includ-

ing investigator-selected variables in case of rare outcomes. 

Otherwise, the results may be biased.30

In some cases, the list of potential confounders makes 

it clear that some of the important confounding factors in 

the study are not measurable not even by combining a large 

number of proxies. In such cases, other types of study designs 

or analysis are needed to address confounding.

Self-controlled designs
Since the early 1990s, several designs, such as the case–cross-

over design31 and the self-controlled case series,32 have been 

introduced, where the comparison is not between exposed and 

unexposed persons but between time spent under exposed 

and unexposed conditions, which are compared within the 

same subjects.33 These designs, which are largely similar 

with subtle differences, include only cases of the outcome of 

interest and compare their exposure status in a relevant period 

for potentially causing the outcome with the exposure in a dif-

ferent period.31 Since the same subjects are contributing time 

as both exposed and unexposed, confounding by permanent 

personal traits is absent. A major limitation of self-controlled 

designs is, however, that they are applicable in a narrow set 

of situation in which the effect of exposure is transient and 

the onset of the outcome is acute.31,34 If exposure prevalence 

and potential confounding factors vary over time, this time 

variability has to be taken into account in the study design to 

avoid spurious associations. This can be done by including 

an additional control group consisting of persons without the 

outcome and comparing their exposure in two different time 

periods by using a case–time–control design.35

As an example, Lund et al36 conducted a cohort study 

examining incidence and risk factors for venous thrombo-

embolism (VTE) among lymphoma patients. Previous stud-

ies had suggested that chemotherapy and the use of central 

venous catheter increase VTE risk in high-grade lymphoma 

patients, yet these studies failed to adequately account for 

the time-dependent nature of cancer treatments. To examine 

whether the lymphoma treatment had transient impact on 

VTE risk, Lund et al included a self-controlled design in 

which the period of relevance for being able to cause the 

outcome (the primary hazard period) was defined as the 

30 days prior to the VTE diagnosis date. The comparison 

period was the 30-day period from 90 to 61 days prior to 

the start of the hazard period. This approach demonstrated 

that the risk of VTE transiently increased almost sevenfold 

after the placement of a central venous catheter and almost 

fourfold after radiation therapy.36

Active comparator
If a self-controlled design is not possible, another way of 

addressing unmeasurable confounding by indication or by 

severity in pharmacoepidemiological studies could be to 

include an active comparator.22 As mentioned earlier, an 

untreated group of patients with a certain disease may have 

different characteristics than a treated group and the untreated 

group may, therefore, not at all represent a fair comparison 

group. If another drug is used for the disease of interest, then 

we can expect similarity in disease severity if these drugs 

are exchangeable. Accordingly, we can compare the effect 

between patients exposed to the drug of interest and the 

patients exposed to the active comparator. Although the use 

of active comparators will not control confounding related 

to the comparison between users and nonusers of a given 

treatment among patients with a given disease (which may 

be of interest), it will assist in the assessment of the potential 

magnitude of confounding by indication. The method of look-

ing for an active comparator can additionally be combined 

with other methods, such as restriction of types of patients 

and propensity score adjustment.37

As an example, Thomsen et al38 examined the risk of 

acute pancreatitis in patients treated with incretin-based 

drugs. Incretin-based therapies are oral antihyperglycemic 

drugs used for type 2 diabetes. They exert their effect by 

augmenting glucose-stimulated insulin secretion from the 

pancreas, and this stimulation of the pancreas may increase 

the risk of acute pancreatitis. Because the underlying diabetes 

and associated risk factors are also associated with acute 

pancreatitis, the authors suspected that previous findings of 

an elevated risk could at least partly be due to incomplete 

control of confounding. Therefore, they examined the risk 

of acute pancreatitis in diabetic patients using incretin-based 

therapies compared to the risk in users of other antihypergly-

cemic therapies (the active comparator). The adjusted odds 

ratio of acute pancreatitis in incretin-based therapy compared 

with other antihyperglycemic therapies while adjusting for 
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diabetes duration and complications was 0.97 (95% CI, 

0.76–1.23), suggesting that the use of incretin-based drugs 

does not increase the risk of acute pancreatitis.38

Pseudorandomization
Under certain conditions, the research question allows 

us to use a design that mimics randomization. Below, we 

will describe the use of instrumental variables, Mendelian 

randomization, and regression discontinuity design, which 

are methods that, in some instances, can be used to control 

unmeasured confounding.

Instrumental variable
Instrumental variables to control confounding have been used 

in econometrics for decades but may also be useful in epide-

miological studies to control confounding.39 An instrumental 

variable is a factor that is associated with the exposure of inter-

est (often a determinant of the exposure of interest), so that if 

we categorize the study population by different levels of the 

instrumental variable, then these categories will have different 

levels of the exposure of interest. However, a major condition 

is that the instrumental variable must not be directly associated 

with the outcome or be indirectly associated with the outcome 

through other variables than the exposure of interest.39,40 If 

these requirements are met and the risk of the study outcome 

varies between groups with different levels of the instrumental 

variable, then this variation can only be explained either by the 

difference in levels of the exposure of interest between groups 

or by chance. Since the instrumental variable is not related 

to the outcome, except through the exposure, even unknown 

confounding is removed, as is the case under randomization.40 

In randomized trials, random treatment assignment is the 

instrumental variable in the intention-to-treat analysis.

The challenge is, however, to find an instrumental variable 

that has all the qualities described earlier. Table 2 presents 

some examples of instrumental variables, which have been 

used in recently published studies. In pharmacoepidemiologi-

cal studies, a potential instrumental variable may be prefer-

ence in drug choice by the treating physician or hospital. 

Differences in drugs that physicians prefer are ubiquitous, and 

physician preference, therefore, results in natural variation in 

treatment patterns. In addition, as the preference is measured 

based on previously treated patients, in theory, it should not be 

related to the outcome of the patient in the study. Still, differ-

ences in prescribing behavior may also reflect differences in 

case mix, although this seems to explain only a minor part of 

the variation in preference.41 Also, a physician with preference 

for prescribing the drug of interest may also have preference 

for prescribing other drugs that may affect the outcome.40 Even 

though the instrumental variable method intuitively seems 

promising, there has been some disillusion partly because of 

the difficulties in finding valid instrumental variables. Also, 

the variance in these studies is bigger than in conventional 

analyses and even large datasets may yield low-precision 

estimates.42 Nevertheless, instrumental variable analyses may 

be used to complement conventional analyses if confounding 

in the conventional analysis cannot be ruled out.42

Mendelian randomization
Since the alleles at the time of gamete formation are assorted 

by a mechanism that can be seen as “random”, the distribution 

of genetic variants in a population is generally independent 

of environmental or behavioral factors later in life.43 These 

properties define an instrumental variable and can, in some 

instances, be used to provide a study design akin to a ran-

domized design.

Table 2 Examples of instrumental variables recently used in published studies

Association examined Instrumental variable Reference 

NSAID treatment for persistent ductus arteriosus and 
mortality and moderate/severe bronchopulmonary 
dysplasia

Institutional variation in NSAID treatment frequency Slaughter et al53

Nonparental childcare attendance and childhood obesity The number of relatives who live close to the family Isong et al54

Use of NIV in patients with pneumonia and 30-day 
mortality

Differential distance, ie, the difference between 1) the distance from 
a patient’s residence to the nearest high NIV use hospital and 2) the 
distance from a patient’s residence to the nearest hospital of any type

Valley et al55

Psychosocial assessment of patients in the emergency 
department and risk of repeat self-harm

Time of day of hospital presentation Carroll et al56

Second-generation versus third-generation oral 
contraceptives and risk of venous thromboembolism

Proportion of prescriptions for third-generation oral contraceptives by 
the general practitioner in the year preceding the current prescription

Boef et al57

Readmission destination and risk of mortality after major 
surgery

Regional index hospital readmission rates Brooke et al58

Abbreviations: NIV, noninvasive ventilation; NSAID, non-steroidal anti-inflammatory drug.
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Several studies in Buckley et al have shown an asso-

ciation between elevated C-reactive protein and the risk 

of cardiovascular events with an estimated 60% increased 

risk for incident cardiovascular disease for C-reactive pro-

tein levels >3.0 mg/L compared to levels <1.0 mg/L.44 To 

examine whether C-reactive protein is merely a marker of 

severity of cardiovascular disease or actually is involved in 

its pathogenesis, Zacho et al45 used four independent cohorts 

of Caucasians of Danish descent and examined whether 

C-reactive protein polymorphisms were associated with the 

risk of ischemic heart disease and ischemic cerebrovascular 

disease. Polymorphisms in the C-reactive protein gene were 

associated with marked increases in C-reactive protein levels 

and thus with a theoretically predicted increase in the risk of 

ischemic vascular disease. However, these polymorphisms 

were not in themselves associated with an increased risk 

of ischemic vascular disease. Their finding suggested that 

the increased risk of ischemic vascular disease associated 

with higher plasma C-reactive protein levels observed in 

epidemiological studies probably does not represent a causal 

relation.45

Regression discontinuity design
This design may be used in any care setting where rules exist 

or new interventions are introduced that apply to people above 

or below a particular threshold of a continuously measured 

biomarker or other continuous health-related characteris-

tics.46 The design is based on the assumption that a patient 

is assigned a specific treatment because the patient is above 

the defined threshold. However, since the measurement of 

biomarkers or other health-related characteristics is subject 

to random variation due to measurement error, sampling 

variability, and chance,46 patients just below the threshold 

and patients just above the threshold will be similar with 

respect to both observed and unobserved pretreatment 

characteristics. If the probability of the outcome is plotted 

against the level of the assignment variable, any effect of the 

intervention will present as a discontinuity of the outcome 

at the threshold level.47

In HIV patients, the decision to start life-prolonging anti-

retroviral therapy (ART) depends on the patients’ CD4 cell 

counts. In rural South Africa, in 2007–2011, patients were 

eligible for ART if their CD4 count was <200 cells/μL.46 By 

plotting the mortality rate by the CD4 count (Figure 1), Bor 

et al found a discontinuity at 200 cells/μL so that patients 

with CD4 counts just >200 cells/μL had higher mortality 

than patients with counts just <200 cells/μL. This strongly 

suggested that there may be a treatment benefit, which can-

not be due to confounding, as patients just below and just 

above the treatment threshold are expected to have similar 

baseline variables.46

The regression discontinuity design is relatively simple, 

is limited to situations with a threshold rule for intervention, 

and only measures local effects around the threshold for the 

intervention.48

Use of negative controls
If concerns regarding uncontrolled confounding in a specific 

study persist and none of the pseudorandomized designs are 

applicable, one could consider including an additional expo-

sure group in which the exposure is not expected to be related 

to the outcome or an additional outcome that is not expected 

to be the effect of the exposure of interest.49 Using negative 

exposure, or outcome controls, does not control confounding, 

but it is a way to at least address the potential magnitude of 

uncontrolled confounding. The general problem is that we 

want to examine how an exposure A affects an outcome (Y), 

but in the analyses, we suspect residual confounding caused 

by a set of uncontrolled confounders (U). A negative control 

exposure (B) should be an exposure in which the distribution 

of U (the set of factors causing residual confounding) in those 

exposed to B is comparable to or at least have some overlap 

with the distribution in those exposed to A (the exposure of 

interest, Figure 2). Alternatively, we can use a negative control 

outcome that we do not expect to be related to the exposure 

A but is affected by a set of confounders comparable to those 

affecting the association between the exposure of interest A 

and the outcome Y.49

As an example of a negative control situation, Jackson 

et  al compared mortality in influenza-vaccinated persons 

with unvaccinated persons and used a negative control period 

Figure 1 First CD4 count and mortality hazard rate in an HIV-positive population.
Notes: Predicted hazards are displayed as solid lines. Dashed line shows 
extrapolated prediction if all patients were treatment eligible at first CD4 count. 
Dots are hazards predicted for CD4 count bins of width 10 cells. Copyright © 2014 
by Lippincott Williams & Wilkins. Figure originally published by Bor et al. Regression 
discontinuity designs in epidemiology: causal inference without randomized trials. 
Epidemiology 2014;25:729–737.46
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to assess potential confounding. In their study, they found 

relative risks of death of 0.39 (95% CI, 0.33–0.47) before 

the influenza season, 0.56 (95% CI, 0.52–0.61) during the 

influenza season, and 0.74 (95% CI, 0.67–0.80) after the 

influenza season.50 Since we do not expect influenza vaccina-

tion to have any effect before the influenza season, the lower 

risk of death before influenza season strongly indicated that 

persons who had an influenza vaccine were healthier than 

the background population. Actually, this difference could 

explain a substantial part of the observed effect of the vaccine 

during the influenza season.

As a second example, in pharmacoepidemiological 

studies, former users of medicine may constitute a negative 

control exposure group. Johannesdottir et al51 examined the 

association between the use of glucocorticoids and the risk 

of VTE and found that current use of glucocorticoid was 

associated with a more than twofold increased incidence 

of VTE compared with nonusers. The study also included 

former use of glucocorticoids, and the fact that this group 

did not have an increased incidence of VTE strengthened 

the conclusion that the observed association was caused by 

a biological effect rather than uncontrolled confounding.

The use of “negative controls” is an example of the gen-

eral idea of “triangulation” of research findings on which a 

recent review was written by Lawlor et al.52

Conclusion
Observational studies do not have the benefit of random treat-

ment assignment, and therefore, uncontrolled confounding 

constitutes a potential serious validity concern. Such concern 

should not, however, discourage the use of observational stud-

ies. Measured confounders can be addressed in several ways 

through the design or analysis of the data, while unmeasured 

confounders can be addressed by proxy measures, external 

adjustment, or design measures. Problem of unmeasured 

confounders or unknown confounders can, in some instances, 

also be solved by pseudorandomized designs, such as instru-

mental variable, Mendelian randomization, and regression 

discontinuity designs.
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