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Abstract: Null hypothesis significant testing (NHST) is the dominant statistical approach in the geriatric and rehabilitation fields. 
However, NHST is routinely misunderstood or misused. In this case, the findings from clinical trials would be taken as evidence of no 
effect, when in fact, a clinically relevant question may have a “non-significant” p-value. Conversely, findings are considered clinically 
relevant when significant differences are observed between groups. To assume that p-value is not an exclusive indicator of an 
association or the existence of an effect, researchers should be encouraged to report other statistical analysis approaches as Bayesian 
analysis and complementary statistical tools alongside the p-value (eg, effect size, confidence intervals, minimal clinically important 
difference, and magnitude-based inference) to improve interpretation of the findings of clinical trials by presenting a more efficient and 
comprehensive analysis. However, the focus on Bayesian analysis and secondary statistical analyses does not mean that NHST is less 
important. Only that, to observe a real intervention effect, researchers should use a combination of secondary statistical analyses in 
conjunction with NHST or Bayesian statistical analysis to reveal what p-values cannot show in the geriatric and rehabilitation studies 
(eg, the clinical importance of 1kg increase in handgrip strength in the intervention group of long-lived older adults compared to 
a control group). This paper provides potential insights for improving the interpretation of scientific data in rehabilitation and geriatric 
fields by utilizing Bayesian and secondary statistical analyses to better scrutinize the results of clinical trials where a p-value alone may 
not be appropriate to determine the efficacy of an intervention. 
Keywords: statistics, statistical significance, effect size, p-value

Introduction
Statistical analyses are fundamental to clinical trials in the geriatric and rehabilitation fields, and it is important for 
researchers to identify whether the data is clinically important and objectively able to determine differences between 
groups. These analytical skills are essential for uncovering trends and assessing the efficacy of an intervention. Researchers 
routinely select and evaluate data using conventional approaches, focusing on mean responses between groups. However, 
although it is specifically addressed in only a comparatively small number of studies, inter-individual variability in response 
to an intervention is also expected.1,2 Furthermore, statistical significance testing (represented by the p-value) can be 
routinely misunderstood or misused as it is not a measure of effect size nor provides evidence of no effect,3,4 leading to 
challenges in interpretation of clinical trials.
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For a didactical purpose, a Fisher’s p-value was created to calculate the probability of an event and evaluate this 
probability within the research context.5,6 Thus, the reader frequently encounters a statistical test followed by 
a probability statement, such as p ≤ 0.05; the researcher accepts the null hypothesis if an event occurs more often 
than 5% (eg, 0.051). However, if an event occurs 5% of the time or less (eg, 0.05), the null hypothesis is rejected in favor 
of the alternative. Furthermore, based on a reasonable significance level to make a sound statistical decision, the 
researcher also wants to be wrong if the null hypothesis is incorrectly rejected.7

Hence, a type I error occurs when the null hypothesis is rejected when it is true.7 The researcher concluded that 
a statistic reflected a real difference when it was a sampling error.7 This probability is called alpha level, or α, the level or 
significance previously cited.7 On the contrary, a type II error is made when a false null hypothesis is accepted when it is 
an actual event.7

Suppose a study fails to reveal differences between two interventions. In such cases, the findings might be routinely 
interpreted as evidence of no effect. However, it is essential to note that a clinically relevant question may yield a “non- 
significant” p-value (eg, p = 0.075). Conversely, findings are considered clinically relevant when a significant difference 
is observed between groups. In fact, smaller p-values themselves do not imply the presence of important and clinically 
relevant effects, while larger p-values do not indicate a lack of an important effect.8 Unfortunately, p values only give 
a dichotomous decision (eg, yes or no), but an alpha equal to 0.05 can impede researchers in the geriatric and 
rehabilitation fields from further scrutinizing their findings to determine clinical relevancy. For frequentist analysis, 
researchers are interested in the probability of certain data assuming the interventions are equal and are tasked with 
identifying appropriate statistical methodologies to consider that could be embedded into routine geriatric rehabilitation 
practices to monitor the impact of future changes in clinical management of falls.4

Accordingly, we believe that researchers performing clinical trials in geriatric and rehabilitation fields have focused 
too much on p-values and statistical significance, possibly underestimating another critical piece of information: clinical/ 
practical significance. Thus, frequentist inferences approach as NHST might be limited in their clinical relevance and 
practical utility for rehabilitation professionals. Another important problem is that most studies display overconfidence in 
significant results while discounting nonsignificant results.9

Assuming that the p-value is not an exclusive indicator of an association or the existence of an effect, according to 
statistically significance or non-significance values, researchers should be encouraged to report other complementary 
statistical tools alongside the p-value (eg, effect size, confidence intervals, minimal clinically important difference, and 
magnitude-based inference) or the use of Bayesian analysis4,10–15 to improve scientific data interpretation and provide a more 
efficient and comprehensive analysis.16,17

We describe this point of view using a hypothetical randomized controlled study (RCT) (n = 15 in each group) 
investigating the response to a 15-week Pilates training (PT) intervention on handgrip strength (HGS) in untrained women 
octogenarians compared to a control group (CON). In addition, we present Bayesian and some secondary statistical methods 
that researchers can perform in conjunction with dichotomous p-value testing of the hypothetical data. This point of view is 
structured into three subsequent sections to develop a coherent statistical framework followed by a simulated practical 
example. The first section begins by looking at statistical significance testing, effect size and confidence intervals. Secondly, 
we demonstrate how minimal clinical important difference (MCID) can be combined with the concept of statistical 
significance testing to enhance comprehensive reporting of clinical trials. In the third section, we present the concepts of 
the magnitude-based inference (MBI) and the interpretation of a true change score confidence interval (CI) using an MCID- 
based threshold. Finally, we discuss the use of Bayesian analysis and how this approach can quantify evidence by comparing 
the same interventions (PT vs CON).

Data from the study with the simulated examples are included in the accompanying Supplementary Digital File 
(see Supplementary material 1, Supplementary material 2, Supplementary Table 1 and Supplementary Table 2). The 
goal of providing these files is that readers can incorporate their own data set and understand the procedures 
described within this point of view, and ultimately, improve reporting of outcomes following clinical trials through 
comprehensive statistical analyses beyond p-values.
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Statistical Significance Testing, Effect Size and Confidence Interval
The hypothetical RCT compared 15-weeks of Pilates training (PT) with a control group (CON) on handgrip strength 
(HGS) in a group of untrained women octogenarians with a mean age of 85 years. The traditional frequentist statistical 
analysis performed was a two-way ANOVA6,18 using SPSS Statistics. The basic requirements of the two-way ANOVA 
assumptions (https://statistics.laerd.com/) described as one dependent variable that is measured at the continuous level 
(eg, HGS), two independent variables (eg, PT vs CON) where each independent variable consists of two or more 
categorical independent variables, independence of observations, and no significant outliers with normal distribution and 
homogeneity of variances.

According to the between-group comparison retrieved from the two-way ANOVA, the mean values for HGS post- 
training were 20.80 ± 1.42 (95% Confidence Interval [CI], 20.03–21.56) and 19.86 ± 1.50 (95% CI: 19.10–20.63) for PT 
and CON, respectively, and did not differ significantly (after adjustment for multiple comparisons: Bonferroni) between 
the groups (p = 0.262) (see Supplementary Material 1 and Supplementary Table 1). Regarding the within-group 
comparisons, only the PT group displayed a statistically significant increase of 1.70 kg for HGS (p = 0.003) between 
time points (eg, pre- and post). However, as no differences were observed in the between-group analysis, researchers 
would commonly interpret the result based solely on the p-value of the between-group analysis and report that the 
intervention effect was absent since it did not present statistical significance (p > 0.05).

Nevertheless, the researcher should appreciate that p-values will depend on the sample size, correct statistical and causal 
models, and absence of bias and confounding data.19 For example, our small sample size (n = 15 in each group) and low study 
power tend to refute the absence of an intervention effect between groups displayed in traditional statistical tests when further 
analyzed using secondary statistical tools beyond NHST. To determine the number of participants required to reduce type II error 
(eg, failure to observe a difference between groups despite an actual difference being present), a power analysis (eg, beta 
value > 0.80) is usually performed to determine minimum amount of participants needed in each experimental group to refute the 
null hypothesis (eg, no differences between groups). Considering the observed difference of 0.93 kg between the experimental 
groups at the post-time point, standard deviation (SD) within each group of 1.6, and sample size of 30, the sample size necessary 
to achieve an actual power of 0.80 for HGS in our hypothetical study was 40 participants (eg, 20 participants in each group).20 

However, power analysis is part of null hypothesis significance test (NHST) and has the associated problems of NHST with over- 
emphasis on attaining statistical significance.21 Even though it is understandable knowing how many participants a researcher 
needs to achieve an appropriate level of power, factors such as participant attrition and dropouts quickly reduce power during the 
study.22 It is also suggested that if power analysis calls for 40 participants, the researcher should at least attempt to include 
a sample of 50 participants, and possibly even more.22 Depending on the scenario of the researcher and the populations 
investigated, this may be a difficult task, and dropouts (a common occurrence during research) are inevitable Considering this, it 
is possible to finish the study with 30 participants (as in this example provided), and a real effect can still be present despite NHST 
suggesting otherwise. However, to find this real effect, researchers should use a combination of secondary statistical analyses to 
reveal what p values cannot show.

In the worst-case scenario, if the interpretation of our theoretical study was based only on conventional statistical 
approaches, it would indeed have the capacity to produce some harm to older women who would be, incorrectly, 
discouraged from practicing Pilates.19 Conversely, if the researchers in our example considered more comprehensive 
statistical thinking,23 they may wonder how precise the estimate of their analysis was to conclude a lack of between- 
group differences. Furthermore, would the interpretation of the results be maintained if another statistical model such as 
Bayesian analysis and secondary statistical approaches were applied alongside the p-value approach?

One of the important criticisms of contemporary practice in statistics is the evaluation of the practical importance of 
the results.24 One of the disadvantages of NHST is that the significance level does not elucidate the importance of an 
effect. To analyze the clinical importance of the p-value, effect size (ES) estimates can be obtained from the results. 
However, readers and researchers should consider the high variable measures of effect sizes for differences between 
group designs, correlations, ANOVA, types of regression, and structural equation models and if the ES is correct for 
bias.25 For example, Hedges g ES corrects for bias in small sample studies, but Cohens’d does not correct.26 Thus, using 
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Cohen’s in a small sample study overestimates the ES. Also, for ANOVA designs with low sample size, we provide 
omega squared (ω2) instead of eta squared (n2).26

Thus, if we calculate the effect size using the following formula (see Supplementary Table 2):
ES = (Pre-test mean – Post-test mean)/Pre-test SD24

ES can further be stratified into arbitrary values that attempt to classify the magnitude of treatment effects. For 
untrained participants, it is common to use the following ES guidelines: <0.50 (trivial), 0.50–1.25 (small), 1.25–1.90 
(moderate), and >2.0 (large).24

We obtained the following results when utilizing this equation and inputting our data from the hypothetical study: ES 
of 1.16 for PT group and an ES of 0.46 for CON. Despite a lack of refuting the null hypothesis, a greater understanding 
of the magnitude of treatment effects can be inferred when ES is reported in conjunction with p-values. For example, 
stating “a superior ES (1.16, small) for PT group compared to CON (0.46, trivial) was observed although p > 0.05 for 
between-group differences” is a more comprehensive way to report results rather than simply reporting “no significant 
different between groups (p > 0.05) were observed”. Describing the ES provides further details regarding the potential 
clinical importance of the intervention despite a lack of p-value significance. This is particularly relevant as the ES in this 
example as the post-test means of PT group were greater than 1 SD from the pre-test means, whereas in CON, the post- 
test means were only 0.46 SD above the pre-test means. Reporting ES in conjunction with p-values allows the clinician to 
analyze the study results to determine the potential clinical significance of PT over CON.

However, as a reader, you can say that the applied ES was wrong (and statistically speaking you are right). 
Considering the kind of study design and statistical analysis applied (ANOVA), the type of ES that provides a better 
estimate for low sample size is the omega squared (ω2). When results are interpreted by omega squared analysis, the ES 
is small (0.01) for group*time interaction and medium for time effect (0.13).10,27 It is important to note that different 
thresholds for effect size exist and will depend on the statistical approach used.27

Furthermore, to minimize type II error in comparisons, an independent t-test was applied to verify possible 
differences among delta (Δ) change between groups, which were calculated as follows: Δ = post-training minus baseline. 
Surprisingly, a p = 0.001 was observed between groups when using this approach (see the Supplementary Table 2), with 
a higher Δ change observed for PT (1.70 ± 0.75, 95% CI 1.28–2.11) compared to CON (0.70 ± 0.52, 95% CI 0.40–0.99). 
In addition, when using the effect size calculations for an independent t-test (Cohen’s d), an ES value of 1.54 (large effect 
size) was observed.28 Thus, this means that a large effect (difference between groups) of the intervention probably exists.

One may consider the use of confidence intervals (CI) as displayed in the previous paragraph having the advantage of 
providing information about both precision and statistical significance. However, if the CIs between two different groups 
overlap, the effects are usually interpreted as statistically indistinguishable29 and that may not always be realistic in 
human trials.29 A statistically distinct effect (eg, p = 0.006) may sometimes have overlapping CIs29,30 despite refuting the 
NHST. Although the method of examining CI is simple and convenient, it should not be used for formal significance 
testing.30 For these reasons, data analysis should not end with calculating a p-value and CIs when other secondary 
analysis can be jointly used to further inform the interpretation of the study results.

Secondary Statistical Analyses
Minimal Clinical Important Difference
Researchers may prefer to use only the p-values because they provide a simple and objective answer as a “go or not go” 
to determine the importance of a finding.31 However, the p-value may not be helpful in a study with a low sample size (as 
in our example). Thus, one must focus only on the possible clinical significance of the findings.31 Given the need to 
assess the perceived benefit of an intervention based on individual/group improvements, the discussion about the minimal 
clinical important difference (MCID) has emerged as an alternative to analyze and define a specific threshold to serve as 
a treatment goal.32 The MCID can be defined as the minimum value required to be reached in the absence of side effects 
or high costs for a clinically important difference to occur.

The MCID has some practical uses in geriatric and rehabilitation research. It is necessary to stipulate the smallest 
sample to detect the MCID and verify whether the interpreted data have an effect that exceeds the MCID and justifies the 
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application of the intervention.33 Thus, a change greater than the established MCID limit can be considered clinically 
significant.32,34

The MCID can be established based on the evidence of a clinically relevant change (eg, reduction of 10 mmHg in 
systolic blood pressure because this change is associated with a 34% reduction in stroke)35 or can be calculated when an 
evidence-based MCID is not available.2

In this case, since no clinical criteria for handgrip strength changes exist and considering the pre-exercise levels of 
handgrip strength, responders were classified based on a conservative effect of 0.8 (large effect) multiplied by the 
standard deviation. This method is recommended when evidence-based MCID is not available (eg, MCIDESTIMATE = 
ES*SDGROUP).36

Few studies in the literature have statistically estimated whether an intervention causes inter-individual differences in 
trainability.2 The use of the MCID is important for assessing inter-individual variability, reducing the risk of misclassify-
ing participants who did not benefit from an intervention independently of a lack of statistical significance.2

To identify octogenarian participants who favorably responded to the treatment, denominated ‘responders’, we should 
identify participants whose observed change in a given outcome exceeds the MCID after accounting for random 
measurement error (here calculated as a technical error [TE]).2 This procedure is considered a conservative threshold 
because it considers TE and MCID, lowering the calculated response rates.2 The TE is a statistical procedure that 
considers the measurement error of the test or the aggregate of factors that collectively affect the true value of the 
measurement, including variances among technicians and ordinary day-to-day biological variations of the participant.

Using the Supplementary File (see Supplementary material 2), the calculated MCID for HGS was 1.18 kg for both 
groups (Figure 1), and the TE was 0.56 kg. Therefore, every participant who achieved an increment of HGS higher than 
or equal to 1.18 kg is considered a responder to the training, since the expected clinically significant change was 
achieved.

Figure 1 Minimal Clinical Important Difference (MCID) For Handgrip Strength Between Pilates Training (PT) And Control Group (CON). 
Abbreviations: MCID, minimal clinical important difference; CON, control group; PT, Pilates training.
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For responsiveness based on MCID, 12 participants in the PT group reached the MCID for HGS, while in CON, two 
participants reached the MCID. Therefore, our non-significant finding must be seen in the light of the compelling 
evidence that HGS is a risk marker for incident cardiovascular disease in many countries and populations.37 Reinforcing 
that HGS is a vital sign in this age group, among men, a 1kg increase in HGS is associated with a 0.07 second decrease in 
timed up and go test and a 1% decrease in chair rise time. For women, a 1kg increase is associated with a 0.13 second 
decrease in timed up and go test and a 1% decrease in chair rise time.38 Considering the above, although findings based 
on no statistical significance between the group are routinely taken as evidence of no effect, a clinical significance can 
have a “non-significant” p-value when a simple, underused but informative secondary statistical tool such as the MCID is 
used in conjunction with NHST. Thus, the researcher must understand that conclusions about practical importance based 
on the statistical significance or lack thereof need to be re-evaluated.

Magnitude-Based Inference
Another secondary analysis that may be performed in conjunction with the standard hypothesis test is the magnitude- 
based inference (MBI).39 The MBI can be clinical or non-clinical.40 The clinical MBI is determined based on CI 
concerning a previously calculated MCID (eg, 1.18 kg), for example, those calculated for PT and CON in our 
hypothetical study (see Supplementary Material 2). Thus, any increase or decrease larger than the MCID is considered 
relevant, while all changes smaller than the MCID are too small to be of practical relevance (eg, trivial) (Figure 2).

According to the MBI approach, the results are classified into three categories of effect size, harmful (or adverse 
effect), trivial (or negligible effect), and beneficial (positive effect). In the PT group, seven individuals presented 
responses in the direction of improvement, and eight displayed negligible changes for HGS, while in the CON, 15 
individuals showed negligible differences for HGS (see Supplementary Material 2). Although the use of the MBI seems 
very promising in the rehabilitation area, especially to avoid common errors of traditional statistical tests, MBI might 
increase the risk of false-positive results, and some statistics experts have raised concerns regarding the validity of the 
MBI.40–44 Thus, using the clinical MBI with a fully Bayesian analysis might be an option to mitigate the risks of false- 
positive results because it considers a previously calculated MCID.

Bayesian Statistical Analysis
One of the main differences between frequentist and Bayesian analysis is that the latter is more interested in the 
probability that PT is superior to CON for improving handgrip muscle strength (Bayesian probability) rather than the 
probability of obtaining certain data assuming the interventions are equal (frequentist null hypothesis).4,11–14,45 Bayesian 

Figure 2 Magnitude-Based Inference (Mbi) For Handgrip Strength.
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analysis returns no p-values and alpha levels but reports the Bayes Factor values (thermometer for the intensity of the 
evidence). Bayes factor analysis can be considered anecdotal, moderate, strong, very strong and extreme relative 
evidence for a hypothesis (alternative or null) and may facilitate scientific communication (Figure 3).4,11–14,46 Bayes 
factor is adopted by the Jeffrey’s Amazing Statistics Program (JASP), a free multi-platform open-source statistic 
package.13

As we did for frequentist analysis, when applying an analogous Bayesian test, assumptions of normality and homogeneity 
of variance should be met for the data. Using a Bayesian Two-Way ANOVA for HGS, we determined that the data was best 
represented by a model that included only time. The Bayes factor was (BF10) 13.78, indicating decisive evidence in favor of 
this model compared to the null model. Also, the Bayes factor for group was (BF10) 0.40, indicating anecdotal evidence 
compared to the null model. As such, post hoc comparisons were subsequently performed. For time, the adjusted posterior 
shows that there is strong evidence for a difference between post-exercise and baseline (posterior odds of 13.78). Additionally, 
for groups, the adjusted posterior shows that there is anecdotal evidence in favor of null hypothesis between PT and CON 
(posterior odds of 0.40). Refer to Table 1.

Now, performing a Bayesian independent Sample t-test, the data are 103 times more likely under the alternative hypothesis 
(H1) than the null hypothesis (Figure 4). The dashed line shows the prior distribution and the solid line the posterior 
distribution (based on the dataset). The posterior distribution is shifted to the right over large positive effect sizes. Each of 
the distributions has a grey dot at the 0.0 effect size. If the dot on the prior distribution is higher than the one on the posterior 
distribution, then the Bayes factor supports the alternative hypothesis.11–14 Thus, following intervention, female octogenarians 
increased on average by 1.17 kg HGS compared to CON who increased by 0.70 kg. A two-sided analysis revealed a Bayes 
factor (BF10) that the data were 103 times more likely under the alternative than the null hypothesis, displaying extreme 
evidence in favor of the alternative hypothesis than the null hypothesis.

The following figure (Figure 5) shows a range of prior widths, which in this case are relatively consistent and do not 
greatly change the BF10 value with all values being over 100. Therefore, it can be concluded that this test is robust to 
changes in the prior width (Bayes factor robustness check).

Figure 3 Jasp Classification Scheme For The Bayes Factor (BF10). 
Abbreviation: JASP: Jeffrey’s Amazing Statistics Program.

Table 1 Model Comparison

Models P(M) P(M|data) BFM BF10 Error %

Null model 0.20 0.04 0.17 1.00
TIME 0.20 0.56 5.03 13.78 2.99e-7

GROUP + TIME 0.20 0.22 1.15 5.53 1.04

GROUP + TIME + GROUP ✻ TIME 0.20 0.16 0.78 4.03 0.99
GROUP 0.20 0.02 0.07 0.40 9.98e-3

Notes: Models: show the two models tested, null and treatments. The null model is shown first. P(M): for the ANOVA, 
the analysis sets the prior probabilities of each model to be equal (eg, prior model odds of 0.5). P(M|data): shows the 
updated probabilities having now seen the data (eg, posterior model probabilities). BFM: shows how much the data has 
changed the prior model odds. BF10: shows the Bayes factors for each model, and the first entry is always 1 since the null 
model is compared against itself. Error %: indicates the sensitivity of numerical fluctuations. 
Abbreviation: BF, Bayes factor.
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Considering this point of view, our goal is not to suggest that the appropriate path to publication is choosing an 
inferential method that potentially misrepresents weak evidence as strong evidence.40 Instead, our hypothetical study is 
an example of an underpowered study that could have resulted from several logistical or financial constraints commonly 
faced by researchers in real-world scientific life. Therefore, it would need to be carefully interpreted and acknowledged 
within the limitations section. Thus, the purpose is not to move researchers in the rehabilitation field away from p-values 
but to stimulate the use of statistical significance tests alongside Bayesian analysis,4,11–15 secondary analyses including 
MCID and MBI methods and many others.47

As researchers, we must present information and analyses of statistical results as transparently as possible to allow 
others to make an informed decision about findings. In addition, good statistical thinking involves understanding the 
phenomenon under study, interpreting results in context and complete reporting, and correctly understanding what data 
summaries mean.29 Furthermore, we believe that researchers must understand that no single index (eg, p-value) should 
substitute for scientific rationale.31 Thus, we should move further away from conclusions such as “The results of this 
study were unable to demonstrate significant differences between the PT and CON groups” to “Although no differences 
were displayed between the PT and CON groups, according to secondary statistical analysis [MCID and MBI], a higher 

Figure 4 Bayesian Independent Sample T-Test. 
Note: BF = Bayes factor. Bayes factors supporting the alternative/null hypothesis (BF10) and null/alternative hypothesis (BF01). The pizza plot distribution shows the 
proportion of evidence for the H1 (red) and H0 (white) hypothesis. In this data set example, the pizza plot is completely red. The median effect size of 1.351 and 95% 
credible intervals are also shown.

Figure 5 Bayes Factor Robustness Test.
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proportion of clinically relevant changes were observed in the PT group compared to the CON”. Alternatively, according 
to delta analysis, PT was better than the control group to improve HGS with a large effect (Cohen’s d – for frequentist 
analysis) and a Bayes factor (BF10) that the data were 103 times more likely under the alternative than the null 
hypothesis, displaying extreme evidence in favor of alternative hypothesis than the null hypothesis.

Conclusion
Some may argue that the use of Bayesian and additional secondary analyses such as the MCID and MBI might represent the 
practice of manipulating data to produce effects that do not exist, like a “p-hacking” or “clinical-hacking”. However, to 
improve statistical practice in the geriatric and rehabilitation fields, we still must address statistical significance testing, 
alongside Bayesian analysis and other secondary methods to complement, not substitute, the statistical analysis, as in our 
previous study.48 Also, Bayesian analysis, for example, provides richer information for hypothesis testing, parameter 
estimation and is equally valid for all sample sizes.12 Otherwise, continued use of NHST without secondary statistical 
approaches has the potential to harm the field of geriatric and rehabilitation by causing researchers to draw overly pessimistic 
conclusions from their data, possibly contra-indicating an intervention with promising clinical results. We acknowledge that 
the debate regarding the use of new forms of statistical analysis such as Bayesian analysis and secondary data analysis and 
interpretation is ongoing, likely necessary, and should continue to be studied in future clinical trials. In addition, the findings of 
the present study demonstrate the application of different statistical tools rather than presenting promising results from an 
actual empirical study. However, our article serves as an introduction and a starting point of making the case to change 
statistical analytical practices in geriatric and rehabilitation fields for the better.
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