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Background: Results of randomized controlled trials (RCTs) are usually accompanied by a 

table that compares covariates between the study groups at baseline. Sometimes, the investiga-

tors report p values for imbalanced covariates. The aim of this debate is to illustrate the pro and 

contra of the use of these p values in RCTs.

Pro: Low p values can be a sign of biased or fraudulent randomization and can be used as a 

warning sign. They can be considered as a screening tool with low positive-predictive value. 

Low p values should prompt us to ask for the reasons and for potential consequences, especially 

in combination with hints of methodological problems.

Contra: A fair randomization produces the expectation that the distribution of p values follows 

a flat distribution. It does not produce an expectation related to a single p value. The distribution 

of p values in RCTs can be influenced by the correlation among covariates, differential misclas-

sification or differential mismeasurement of baseline covariates. Given only a small number of 

reported p values in the reports of RCTs, judging whether the realized p value distribution is, 

indeed, a flat distribution becomes difficult. If p values ≤0.005 or ≥0.995 were used as a sign 

of alarm, the false-positive rate would be 5.0% if randomization was done correctly, and five p 

values per RCT were reported.

Conclusion: Use of a low p value as a warning sign that randomization is potentially biased 

can be considered a vague heuristic. The authors of this debate are obviously more or less 

enthusiastic with this heuristic and differ in the consequences they propose.
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Introduction
Since its introduction into biomedical literature, null hypothesis significance test-

ing (NHST) has caused much debate.1–4 Despite many cautions, NHST remains 

one of the most prevalent statistical procedures in biomedical literature.5,6 In 2016, 

Greenland et al reviewed overall 25 misinterpretations of NHST, p values, CIs, and 

power7 and recently, the American Statistical Association released a policy state-

ment on statistical significance and p values, including “The widespread use of 

“statistical significance” (generally interpreted as ‘p≤0.05’) as a license for making 

a claim of a scientific finding (or implied truth) leads to considerable distortion of 

the scientific process.”8

Given the many warnings and misuses of NHST, it is unclear in which situations 

NHST can play a relevant role in the biomedical and epidemiologic literature. Here, 

we focus on the use of p values to assess imbalances of baseline covariates between 
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study groups of a randomized controlled trial (RCT). In 1990, 

Greenland summarized the advantages of randomization as 

follows: 1) it makes estimates of effect “statistically unbiased, 

in that the statistical expectation (average) of the estimate 

over the possible results equals the true value” and 2) “it pro-

vides a known probability distribution for the possible results 

under a specified hypothesis about the treatment effect”.9

Table 1 of results from an RCT usually presents baseline 

characteristics of included patients by treatment groups. 

These tables are sometimes accompanied by p values that are 

associated with the statistical null hypothesis of no baseline 

imbalances of covariates between the treatment groups (called 

“covariate imbalance p value”, for the remainder abbreviated 

as CIP). If randomization was done properly, it can be expected 

that any baseline difference between treatment groups is solely 

due to chance. Epistemologically, it appears to be a paradox to 

test the null hypothesis of no imbalance if the mechanism that 

produced the covariate distributions of the treatment groups 

was a chance mechanism, that is, randomization. A valid 

randomization produces a flat distribution of the CIPs with p 

values ≤0.05 to be expected with a relative frequency of 5%. 

The aim of this debate is to illustrate the pro and contra of the 

use of CIPs for baseline covariates in RCTs.

Argument for the use of CIPs (Baethge)
For all its futility, criticism of NHST seems to be successful 

in one respect: it has become the norm not to report p values 

in table 1 of an RCT paper. A steady stream of literature dis-

couraged NHST for baseline differences,10–13 culminating in 

consolidated standards of reporting trials (CONSORT)’s elabo-

ration document: “Unfortunately significance tests of baseline 

differences are still common […]. Tests of baseline differences 

are not necessarily wrong, just illogical. […]. Such hypothesis 

testing is superfluous and can mislead investigators and their 

readers.”14 So, CIP is bad practice and a sign that authors have 

no understanding of NHST and RCTs. Or have they?

The argument goes that if randomization went correctly, 

any distribution of variables among groups results from 

chance. But how can we be sure that randomization was 

correct? By a meticulous description of trial conduct, as 

CONSORT requires? Unfortunately, many authors do not 

follow: allocation concealment was adequately reported in 

merely 45% of all trials in journals endorsing CONSORT and 

in 22% of trials in journals not endorsing CONSORT.15 Even 

if a trial looks good on paper, systematic error or fraud cannot 

be ruled out. Fanelli has meta-analytically estimated that 1 

in 50 scientists self-reported to have “fabricated, falsified or 

modified data or results at least once”.16

In fact, the literature provides many examples where low 

CIPs were a sign of scientific misconduct. Carlisle showed 

that in numerous RCTs by Yoshitaka Fujii – with 183 retrac-

tions, the frontrunner of Retraction Watch’s “Leaderboard” – 

the CIPs were below 0.0001.17 George et al found a p value 

of 1.9×10−17 regarding baseline weight in a “randomized” 

trial that was retracted later.18 Even p values of almost 1 or 

exactly 1 can attract attention: they may be indicative of an 

improbable lack of variance. Kunz et al found p values of 

0.997 or 0.988 too good to be true in the COOPERATE study, 

which was retracted in 2009.19 In a historical case, Fisher 

calculated chi-square statistics from Gregor Mendel’s publi-

cation in 1866, arrived at p values above 0.999, and concluded 

that Mendel had cheated20 – a controversial claim. But it is 

undisputed that Mendel’s results were biased.20

The p values alone cannot distinguish the reasons for 

baseline imbalances: chance or bias, including fraud. This, 

however, should not lead to discarding the p value as a warn-

ing sign. It is a screening tool with low positive-predictive 

value – the way fecal occult blood testing is a screening 

tool for colorectal cancer. Here is an example.21 In a paper 

reporting an RCT on a modified cesarean section, the authors 

provided baseline characteristics of intervention and control 

groups that, when we recalculated the p values, were sugges-

tive of bias, eg, for educational status. Under the assumption 

that randomization was correct in this trial, one would expect 

an imbalance between the two groups, as it was documented 

for educational status (or an even larger imbalance), with a 

probability of 0.00016. When we raised this point in a let-

ter to the editor, the authors replied that parents were asked 

to participate not only before randomization but also after 

randomization and after they knew what treatment they were 

planned to receive. Further, at the same point in the study, 

staff was asked to participate.22 This approach is different 

from the ethical imperative of allowing patients to withdraw 

their consent at any time. While initially the study used ran-

domization, this approach introduces the strong possibility 

of allocation bias. In fact, it is a plausible explanation for 

baseline imbalance.

Low CIPs, therefore, should prompt us to ask for the 

reasons and for potential consequences: Can the way the 

trial was conducted explain the imbalance? Is the imbal-

ance of prognostic importance and should it be adjusted for 

(advisable only when the extent of the imbalance is clinically 

relevant)? As often in medicine, there cannot be a hard-and-

fast rule of when to dig deeper into CIPs, but very low CIPs 

(eg, below 0.005) and hints of methodological problems 

should certainly give pause for thought.
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With regard to scientific misconduct, low CIPs as a 

screening tool should eventually give way to better means to 

detect fraud.23–25 There are also more sophisticated methods 

of screening for fraud, eg, Carlisle’s method,17 but they are 

more difficult to apply. While statistically minded readers 

themselves can often calculate the p values from table 1, I 

fear this will not usually happen. Presenting CIPs may create 

a stronger incentive to discuss bias, or even worse, potential 

fraud. The way it is now, imbalances are often not discussed 

(eg, Schramm et al26). In contrast to other applications of 

NHST and under the assumption of sufficient study size, 

CIPs are what we need in evaluating randomization: the 

probability of the observed or a stronger baseline covariate 

imbalance if chance was the only explanation. It seems odd 

that the p values have become outlawed in precisely one of 

the few places where they should have a role.

Arguments against the use of CIPs in 
RCTs (Stang)
A fair randomization produces the expectation that the dis-

tribution (sic) of CIPs follows a flat distribution. It does not 

produce an expectation related to a single CIP. In contrast, 

Baethge does not use the distributional expectation, but uses 

an expectation related to single CIPs.

Furthermore, the distribution of CIPs in RCTs can be 

influenced by three factors, so that the expectation of a flat 

distribution of CIPs is not met anymore. First, the CIP distri-

bution becomes distorted if the baseline covariates for which 

the p values are calculated are correlated with each other. For 

example, Flaherty et al presented the baseline characteris-

tics of 322 randomized patients with metastatic melanoma 

with a BRAF mutation who either received trametinib or 

chemotherapy. They presented the percentage of “disease at 

≥3 sites” and the percentage of “history of brain metastasis” 

as 57% versus 52% and 4% versus 2%, respectively, for the 

two treatment groups without p values. These two baseline 

characteristics are associated with each other. Patients with 

disease at ≥3 sites have a higher probability to have a history 

of brain metastasis than patients with disease at <3 sites.27 

Second, unblinded study teams of RCTs can produce dif-

ferential misclassification or differential mismeasurement 

of baseline covariates. This differential bias also influences 

the distribution of CIPs. Third, the median number of CIPs 

presented in the tables of published RCTs is 16, which makes 

the study of the CIP distribution quite unreliable.12 What does 

the reader learn about the distribution of CIPs if table 1 of 

the published RCT contains only a few CIPs with one out of 

them being below 0.005? For judging whether the realized 

CIP distribution in an RCT is, indeed, a flat distribution, the 

presentation of only a few CIPs in table 1 of an RCT is not 

sufficient evidence for this judgment. At best, investigators 

would present as many as possible CIPs graphically illus-

trated in a supplementary figure.

In addition, it is unclear to me what Baethge’s approach 

implies for CIPs between 0.005 and 0.995. Can they be 

considered as an all-clear signal?

A brief review of the RCTs published in the New Eng-

land Journal of Medicine, Lancet, and JAMA (Medline 

search: randomized controlled trial [publication type] AND 

[“JAMA” {journal} OR “N Engl J Med” {journal} OR 

“Lancet” {journal}] AND 2017/05:2017/06 [dp]) for the 

months May and June 2017 revealed overall 57 published 

RCTs. With the exception of one RCT, all RCTs refrained 

from providing CIPs in table 1. Overall, 27 (47%) of the 

RCT papers provided a statement about the presence of any 

statistically significant imbalance and reported only those 

CIPs that were significant at α=0.05. Eight out of these 27 

RCT papers found statistically significant differences for at 

least one baseline covariate. Another 18 RCT papers (32%) 

only gave qualitative statements about imbalances at base-

line. Interestingly, 19% did not provide any statement about 

baseline imbalances. Only one paper actually reported CIPs 

for all baseline covariates presented in table 1. This mini 

review shows that CIPs are only rarely presented nowadays 

in RCT publications of top medical journals. Obviously, for 

the use of the proportion of CIPs being ≤0.005 as a quality 

control measure of the randomization, a substantial number 

of p values should be presented to learn anything about the 

CIP distribution. If 16 p values are published per RCT12 and 

a p value of ≤0.005 is interpreted as a warning, then the 

false-positive rate is 8% for studies where randomization 

has been properly performed. This rate increases to 16% if 

one interprets the p values which are ≥0.995 as a warning.

Conclusion
The study of CIPs in RCTs to detect potential bias related 

to the random assignment of the treatments may be called 

a heuristic (“rule of thumb”). According to the Cambridge 

Dictionary of Philosophy, a heuristic is defined as “A rule 

adopted to reduce the complexity of tasks; a heuristic may 

not reach a solution even if there is one, or may provide an 

incorrect answer (as opposed to an algorithm, ie, mental 

short cut).”28 The study of the distribution of CIPs in RCTs 

does not reach a solution, or it even may provide an incorrect 

answer in case of correlated baseline covariates or differential 

misclassification or differential mismeasurement of baseline 
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covariates. Besides these theoretical objections, the heuristic 

is hampered by the fact that tables of RCTs usually contain 

only a few covariates, so that a distribution of CIPs is hard 

to study. One is left with a kind of “cherry picking” of very 

low CIPs when they are reported. The authors of this debate 

are obviously more (Baethge) or less enthusiastic (Stang), 

with the former advocating the presentation of CIPs, its care-

ful use as a screening tool, and its interpretation within the 

context of each study, while the latter emphasizes the dangers 

of misuse. The aim of this debate was to further trigger the 

discussion of the role of NHST in biomedical research that 

uses randomization.

Statistical theory teaches us that randomization produces 

balance of baseline covariates in the long run, that is, over an 

infinite series of RCTs, but not necessarily in a single RCT. 

Therefore, a baseline imbalance of a prognostic factor in a 

single RCT due to chance is not a sign of bias. However, 

if chance produces imbalance of covariates, investigators 

consequently adjust for baseline imbalances, as imbalances 

by chance also produce mixing of effects.29

Our debate is centered on the appropriateness of p values 

as a screening tool for imbalanced baseline covariates. It is 

noteworthy that other more elaborate approaches have been 

proposed for the investigation of23–25 and the adjustment for 

baseline imbalances, for example, propensity scores (PS). 

The individual PS refers to the probability for a subject in 

the study of being assigned to the intervention arm A rather 

than intervention arm B, given the patient’s characteristics at 

baseline. Leyrat et al proposed a c-statistic of the PS model to 

detect global baseline covariate imbalance in cluster RCTs. 

In the absence of baseline imbalance, the c-statistic of the 

PS model is expected to be close to 0.5. In the presence 

of imbalance, this c-statistic will be larger than 0.5. This 

procedure is still being tested and there remain unresolved 

questions in dealing with this procedure. For example, it is 

not clear how large the c-statistic has to be to decide that a 

relevant baseline imbalance is present.30

For the detection and judgment of imbalances between the 

study groups, it remains important that descriptive statistics 

of the groups (categorical characteristics: percentage values; 

continuous characteristics: eg, mean values and SDs) are 

presented. Whether a baseline imbalance is meaningful or 

not depends on subject matter knowledge. For example, it is 

clinically relevant in a stroke prevention study if 30% diabet-

ics are in one arm of the study and only 15% are diabetics in 

the other arm, regardless of the p value, as diabetes mellitus 

is a very relevant risk factor for stroke.
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