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Purpose: There has been considerable interest in using whole-genome expression profiles for 

the classification of colorectal cancer (CRC). The selection of important features is a crucial 

step before training a classifier.

Methods: In this study, we built a model that uses support vector machine (SVM) to classify 

cancer and normal samples using Affymetrix exon microarray data obtained from 90 samples of 

48 patients diagnosed with CRC. From the 22,011 genes, we selected the 20, 30, 50, 100, 200, 

300, and 500 genes most relevant to CRC using the minimum-redundancy–maximum-relevance 

(mRMR) technique. With these gene sets, an SVM model was designed using four different 

kernel types (linear, polynomial, radial basis function [RBF], and sigmoid).

Results: The best model, which used 30 genes and RBF kernel, outperformed other com-

binations; it had an accuracy of 84% for both ten fold and leave-one-out cross validations  

in discriminating the cancer samples from the normal samples. With this 30 genes set from 

mRMR, six classifiers were trained using random forest (RF), Bayes net (BN), multilayer per-

ceptron (MLP), naïve Bayes (NB), reduced error pruning tree (REPT), and SVM. Two hybrids, 

mRMR + SVM and mRMR + BN, were the best models when tested on other datasets, and they 

achieved a prediction accuracy of 95.27% and 91.99%, respectively, compared to other mRMR 

hybrid models (mRMR + RF, mRMR + NB, mRMR + REPT, and mRMR + MLP). Ingenuity 

pathway analysis was used to analyze the functions of the 30 genes selected for this model and 

their potential association with CRC: CDH3, CEACAM7, CLDN1, IL8, IL6R, MMP1, MMP7, 

and TGFB1 were predicted to be CRC biomarkers.

Conclusion: This model could be used to further develop a diagnostic tool for predicting CRC 

based on gene expression data from patient samples.

Keywords: colorectal cancer, support vector machines, exon microarray, minimum redundancy 

maximum relevance, predictive model, pathway analysis, biomarkers

Introduction
Mortality from cancer is projected to continue rising worldwide, with an estimated 

total number of 12 million deaths by 2030.1 Early detection of cancer is considered 

to be crucial for better management of this disease. In certain cancers, preventive 

screening is changing the trends in reported incidence, and colorectal cancer (CRC) 

management has benefited immensely from this strategy.2 In the past 10 years, the 

rate of CRC-associated mortality has decreased by 20%, owing to a combination 

of advances in its diagnosis and treatment.3 CRC is one of the most lethal types of 

cancer and is ranked first and third among all cancer incidences in men and women 

in Saudi Arabia, respectively.4
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An effective detection strategy is contingent on reli-

able diagnostic tools. Virtual colonoscopy,5 tests for DNA 

methylation markers in stool,6 and fecal occult blood test7 

are potentially useful diagnostic strategies. There have 

been advances in imaging techniques that are used for the 

noninvasive diagnosis and staging of CRC as well as for the 

evaluation of treatment.3 Colonoscopy is the most common 

and effective way to accurately diagnose and determine the 

stage of CRC. Once a patient undergoes an invasive proce-

dure such as colonoscopy, tissue specimens are collected and 

sent to a pathologist for diagnosis. A correct diagnosis relies 

on the site of sample collection as well as examination of the 

pathology of tissue specimens.

There has been an ongoing search for accurate biomarkers 

of diagnostic, prognostic, and predictive value. In addition to 

genes associated with well-known pathways that are altered 

in CRC, microRNAs show potential as biomarkers of this 

disease.8 Most of these gene and microRNA biomarkers 

have been used to classify cancer and predict responses to 

therapies.9,10 Predictive and prognostic gene signatures have 

been developed but are yet to be implemented in clinical trials 

because of several challenges.11

Several computational methods have been used for pre-

dicting cancer. These methods can be classified into network- 

and nonnetwork-based methods. In network-based methods, 

pathways related to cancer are used as prediction features in 

the modeling process, whereas in nonnetwork-based methods, 

prediction features are selected based on individual gene 

expression. Examples of network-based prediction methods 

include the use of Bayesian evolutionary hypergraph learning12 

and centrality measures.13 Nonnetwork-based methods select 

features (genes) from gene expression data by applying either 

filter, wrapper, or embedded methods. Filter methods use a 

ranking measure that is independent of the classifier, whereas 

wrapper methods search the feature space and rank a subset 

of features using the prediction accuracy of the classifier. 

Both wrapper and embedded methods depend on the clas-

sifier in the selection of the features, but embedded method 

searches are guided by the learning process.14 Examples of 

nonnetwork-based methods include recursive feature elimi-

nation (RFE),15 minimum-redundancy–maximum-relevance 

(mRMR),16 genetic algorithm,17 signal-to-noise ratio,18 partial 

least squares,14 and deep learning (DL).19

There are several challenges in prediction of cancer. 

First, the selection of factors based on certain measures 

contains superfluous features. Such redundancy leads to 

poor performance of the classification algorithm.20 Second, 

selecting the optimal number of features to be used in creating 

the classification model is crucial. The selection of optimal 

features to use is considered a global optimization problem. 

One major problem for feature selection studies is the vast 

search space of different combinations of gene interactions. 

In general, an exhaustive search is not an ideal way to solve 

this problem. Many studies employed feature selection to 

reduce a large number of genes from microarray experiment. 

Guo et al21 employed feature selection of 27,336 features of 

176 subjects.21 Third, the right choice of classification affects 

the prediction accuracy.22 Finally, the use of small sample 

size relative to the number of features poses a problem.

In this study, we aimed at creating a model that could 

predict CRC by building a binary model using exon array data 

obtained from tissue samples belonging to patients with CRC. 

We used a combination of filtered gene selection, mRMR 

method,16 and support vector machines23 (SVM) to develop a 

prediction model that could be useful in classifying samples 

into normal and cancer. We chose a discrete set of genes from 

mRMR and selected the set with the best prediction accuracy. 

The gene expression of the selected gene list was chosen as 

an input training set for other comparable machine learning 

techniques, namely, Bayes net (BN), random forest (RF), 

naïve Bayes (NB), reduced error pruning tree (REPT), and 

(MLP). All these models were validated using an independent 

dataset. The SVM model showed the best prediction accuracy 

of 95.27% using the independent dataset with a small panel of 

30 genes. Lower number of genes is desirable for validation 

experiments and developing assays. Furthermore, we investi-

gated the relevance of the selected gene panel as reflected by 

their known involvement in CRC. The genes used to create 

the model were found to be associated with colorectal adeno-

carcinoma, colon cancer, colon tumor, and CRC, suggesting 

their probable functional relevance in CRC.

Materials and methods
The methodology used in this study is presented as a flow-

chart in Figure 1, and the details will be presented in the 

following sections.

Patient samples and rna extraction
Patient sample collection and RNA extraction were performed 

as previously described.24 Briefly, 46 cancer and 44 normal 

samples were obtained after the requisite approval by King 

Abdullah International Medical Research Center. The samples 

were obtained from biopsies as well as surgical resections. Writ-

ten informed consent from all patients was obtained. All the 

samples were immediately stored in the RNAlater reagent until 

the extraction of nucleic acids. Homogenization was carried out 
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using a QiaPrep homogenizer (Qiagen, Hilden, Germany) with 

stainless steel beads (5 mm). RNA extraction was performed 

using a Macherey-Nagel TripPrep kit (Macherey-Nagel Inc., 

Bethlehem, PA, USA) using less than 30 mg of tissue. Human 

Exon ST 1.0 arrays (containing probes of exons belonging to 

22,011 genes) from Affymetrix (Santa Clara, CA, USA) were 

used as previously described24 together with the amplification 

and labeling kit from Ambion (Foster City, CA, USA).

Quantile normalization
All data were deposited in the GEO database under the 

accession number GSE50421 and GSE77434 (90 samples: 

44 normal samples and 46 cancer samples). Data were 

exported as CEL files (which contain data on the intensity 

of each signal, indicating the expression level of the gene 

corresponding to each probe) and processed using Expres-

sion Console software (Affymetrix). To validate the model 

created, we used the data with following accession numbers, 

namely, GSE36400 (five normal and nine cancer), GSE42690 

(19 normal), and GSE24550 (142 cancer). All data were sub-

jected to quantile normalization using Integromics Omicsof-

fice software, which is available at www.integromics.com.

gene selection
We first identified and ranked genes using a technique called 

mRMR.16 mRMR is a filter approach that uses a mutual 

information technique to select a small subset of features 

from a large set, for example, a small number of genes out of 

thousands in a microarray data. mRMR ranks genes accord-

ing to their differential expression among phenotypes (normal 

and cancer) and selects the top-ranked genes. Gene selection 

using mRMR is crucial in machine learning as it chooses a 

subgroup of genes that are relevant to the parameters used, 

hence the term maximum relevance. Furthermore, mRMR 

reduces this subgroup to a smaller set by removing redundant 

genes. Both relevance and redundancy are quantified by the 

following mutual information, that is,

 I s t p s t
p s t

p s p t
dsdt( , ) ( , ) log

( , )

( ) ( )
,= ∫∫  (1)

where s and t are vectors, p(s, t) is the joint probability 

density, and p(s) and p(t) are the marginal probability 

densities. mRMR takes the dataset as its input, and the 

parameters chosen are n which is the number of features to 

Figure 1 Flowchart depicting the methodology adopted in this study.
Abbreviations: iPa, ingenuity Pathway analysis; sVM, support vector machine; mrMr, minimum redundancy, maximum relevance.

Powered by TCPDF (www.tcpdf.org)

www.dovepress.com
www.dovepress.com
www.dovepress.com
www.integromics.com


OncoTargets and Therapy 2016:9submit your manuscript | www.dovepress.com

Dovepress 

Dovepress

3316

gabere et al

select (that is, n=10, 20, 30 50, etc), the selection method 

(m), which is set to mutual information difference, and the 

number of attributes (v), which is taken as 23,000. The com-

mand line for selecting, for example, the best 20 genes using 

mRMR is as follows:

 

mrmr i sample csv n v

best features txt

− − −90 20 23 000

20

_ . ,

_ _ .
 (2)

To use mRMR, we need to transform the data into mRMR 

format where the gene IDs are represented as columns and 

the class label and its corresponding gene expression are 

represented as rows. To do this, we transpose the gene 

expression data.

creation of the prediction model
An SVM25,26 is a modeling technique that performs data 

classification by constructing an n-dimensional hyperplane 

that optimally separates the data into two classes. The input 

of an SVM is a training set S = (x
1
, y

1
), ...,(x

n
, y

n
) of vector 

of features x
i 
∈ X together with their known classes y

i
 ∈ 

{-1, +1}. The output of an SVM is a model f: X → {-1, +1} 

that predicts the class f(x) of any new object x ∈ X. The SVM 

implementation used in this study was the library for sup-

port vector machines (LIBSVM),23 which is an open-source 

software. A robust SVM model was built by filtering 22,011 

genes for the 90 samples using mRMR. This approach is 

used to select seven gene sets, of the best 20, 30, 50, 100, 

200, 300, and 500 genes. Each smaller gene set is a subset 

of the larger gene set, that is, the 20 gene list is a subset of 

the 30 gene list and so on.

in silico functional analysis
The 30 gene set was subjected to Ingenuity Pathway Analysis 

(IPA), which is available at www.ingenuity.com, a web-

based functional analysis tool to find an association between 

the genes and CRC. Core analysis and biomarker analysis 

functions of IPA were carried out. The pathway designer tool 

within IPA was used to generate networks of genes related 

to CRC. IPA computes a score for each network according 

to the fit of that network to the user-defined set of focus 

genes. The score is derived from a P-value and indicates 

the likelihood of the focus genes in a network being found 

together due to random chance. A score of 2 indicates that 

there is a 1 in 100 chance that the focus genes are together 

in a network due to random chance. Therefore, scores of 2 or 

higher have at least 99% confidence of not being generated 

by random chance alone.

Classifier performance measures
Four measures were used to judge the performance of the 

classification system. They are all based on true positives (TP, 

correctly predicted positive [cancer] samples); true negatives 

(TN, correctly predicted negative [normal] samples), false 

positives (FP, normal samples wrongly predicted as being 

cancer samples), and false negatives (FN, cancer samples 

wrongly predicted as normal). Sensitivity (the percentage 

of cancer samples correctly predicted as cancer) is defined 

as follows:

 
Sensitivity

TP

TP FN
=

+
×100  (3)

Specificity (the percentage of normal samples correctly 

predicted as normal) is defined as follows:

 
Specificity

TN

TN FP
=

+
×100

 
(4)

Accuracy (the percentage of correctly predicted samples) 

is defined as follows:

 
Accuracy

TP TN

TP FP TN FN
=

+
+ + +

×100
 

(5)

The Matthews correlation coefficient (MCC) is a mea-

sure of both sensitivity and specificity. MCC =0 indicates a 

completely random prediction and MCC =1 indicates perfect 

prediction. MCC is defined as:

 

MCC
TP TN FN FP

TP FN TN FP TP FP TN FN
=

× − ×
+ × + × + × +

( ) ( )

( ) ( ) ( ) ( )  
 (6)

Validation
The “tenfold” and “leave-one-out” (LOO) methods are used 

for cross validation. The tenfold cross-validation method 

splits the data randomly into ten equal (or almost equal) 

parts. The algorithm is then run ten times, using nine of the 

parts as a training set and the remaining part as a test set. 

Each time the algorithm is run, a different test set is used, so 

that over the ten runs of the algorithm, all the instances are 

used as a test set. The success of the algorithm is the sum of 

the correct classification over each of the runs. On the other 

hand, a leave-one-out cross validation (LOOCV) is when all 

except one of the samples are used to create a model and the 

algorithm is tested on the left-out sample. This is repeated, 

leaving out each of the samples in turn and the number of 
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samples correctly classified is reported as the success rate 

of the algorithm.27

Results
sigmoid and radial basis function are the 
best kernel
Before creating the SVM models, it is required to deter-

mine the best kernel type (linear, third-degree polynomial, 

sigmoid, and radial basis function [RBF]) to use. Kernel 

selection is an important task in creating SVM models to 

reduce the classification probability error. The kernel meth-

ods transform the data into higher dimensional spaces to 

make the data separable. We divided the data into a training 

set (35 normal samples and 35 cancer samples) and a test-

ing set (nine normal samples and eleven cancer samples) to 

determine the best kernel type. We chose the kernel type 

based on the accuracy they provided using a LIBSVM.23 

The four performance measures of the different kernel types 

are listed in Table 1. RBF and sigmoid were among the best 

kernel types for training the data. For subsequent analyses, 

RBF was chosen for training the SVM model.

a panel of 30 genes provided best model 
accuracy
We then built a robust SVM model by filtering 22,011 genes 

for the 90 samples using mRMR. We ran the mRMR software 

and obtained two tables, maxRel and mRMR features. 

mRMR features were chosen. This approach was used to 

select seven gene sets, of the best 20, 30, 50, 100, 200, 300, 

and 500 genes. For each gene set, we selected the SVM model 

parameters (C, γ) using the grid search method of the LIB-

SVM software. The values (C and γ) determine the optimal 

SVM model, and they range as follows: C =2-5, 2-3, …, 215 

and γ =2-15, 2-14, …, 23. The discriminative qualities of an 

SVM model depend on these two parameters, namely, cost 

parameter (C) and the coefficient in the RBF kernel (γ).28 

After determining the best kernel, we trained the SVM model 

and validated it using tenfold and LOOCV and compared the 

performance measures of each gene set. The performance 

measure of different features (genes) lists is given in Figure 2 

as bar chart. The set of 30 genes outperformed the other gene 

sets (Figure 2), with 84% accuracy in both the tenfold and 

LOOCV methods. The optimal LIBSVM parameters of the 

30 genes is (C*, γ*) = (0.5, 0.0078125). Therefore, we chose 

a panel of 30 genes to create the CRC model. The LOOCV 

and 10-fold cross-validation results for the remaining gene 

sets (20, 50, 100, 200, and 500) are given in Table S1. The 

genes in this 30 gene set are listed in Table 2 where they are 

ranked using mRMR. The remaining gene lists are given 

in Table S2.

heatmap plot reveals genes with better 
potential to discriminate
We plotted a heatmap of the 30 best genes based on their 

expression levels of the 90 samples (Figure 3). In this figure, 

the expression profiles of the 30 selected genes in the CRC 

data are plotted, with the x-axis denoting the sample type 

(normal or cancer) and the y-axis denoting the gene symbol. 

The normalized level of the expression is indicated by colors 

as shown in the key. Some genes showed a better discriminat-

ing potential of the cancer samples from the normal samples, 

than other genes in the same feature set. This is reflected by 

higher difference in expression levels between normal and 

cancer samples. The genes CA4, PMEPA1, PA1, CDH3, 

MALL, IL8, MS4A12, MUSK, CLDN1, OTOP2, SCD, MMP7, 

EPB41L3, and SLC6A6 show significant upregulation in 

cancer samples, whereas MMP1, TGFB1, WNT5A, TMIGD1, 

GUCA2B, SECTM1, BEST4, USP2, CEACAM7, and XPOT 

showed significant downregulation.

confusion matrix shows prediction 
accuracy of crc samples using lOOcV
In addition, we plotted a confusion matrix to depict the pre-

diction of each patient sample (cancer) using the LOOCV 

approach, as shown in Figure 4. This figure shows the con-

fusion matrix for cancer samples where the rows represent 

the actual state of the sample, and T and WC denote cancer 

sample and wrong prediction of cancer sample, respectively. 

The column represents the corresponding prediction using the 

SVM model. This figure shows the prediction of 46 cancer 

Table 1 Performance measures of different kernel types based on the testing set

Kernel type Sensitivity (%) Specificity (%) Accuracy (%) MCC

linear 63.64 90.91 77.27 0.57
Polynomial 63.64 90.91 77.27 0.57
rBF 90.91 90.91 90.91 0.82
sigmoid 90.91 90.91 90.91 0.82

Abbreviations: MCC, Matthews correlation coefficient; RBF, radial basis function.
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samples using LOOCV. In the confusion matrix for cancer 

samples, the diagonal represents the prediction power. When 

the cell entries are colored continuously along the diagonal, 

prediction accuracy is 100%. However, in this case, the 

diagonal entries are not continuously colored, as we had a 

prediction accuracy of approximately 84%. The confusion 

matrix for normal samples is given in Figure S1. The actual 

status of the samples and the corresponding prediction using 

the CRC model are given in Table S3.

comparison of mrMr + sVM with other 
models shows that mrMr + rePT and 
mrMr + Bn were the best model
To test the robustness of mRMR + SVM, we compared it with 

BN, RF, NB, REPT, and MLP. We used the open-source data 

mining software known as WEKA29 in training models for BN, 

RF, NB, REPT, and MLP. In particular, the 30 best genes from 

mRMR were used as features for these models. We denote 

these hybrids as mRMR + BN, mRMR + RF, mRMR + NB, 

mRMR + REPT, and mRMR + MLP. These results are given 

in Table 3. A tenfold cross-validation was implemented. On 

the basis of accuracy, mRMR + REPT and mRMR + BN were 

the best classifiers, followed by mRMR + RF, mRMR + SVM, 

mRMR + NB, and mRMR + MLP in that order.

sVM model provides high accuracy on 
being tested on similar datasets available 
in public database
After creating the CRC model using different machine learn-

ing hybrids, we validated the performance of mRMR + REPT 

and mRMR + BN, mRMR + RF, mRMR + NB, mRMR + 

MLP, and mRMR + SVM on an independent datasets 

from GEO database.30 The datasets have accession num-

bers GSE36400 (five normal and nine cancer), GSE42690 

(19 normal), and GSE24550 (142 cancer). We selected 

these datasets because they were generated using Exon 1.0 

ST arrays similar to the one used in this study. The inde-

pendent set consisted of 24 normal samples and 151 cancer 

samples. On average, mRMR+SVM and mRMR+BN were 

the best models based on prediction accuracy of these inde-

pendent dataset, that is 95.27% and 91.99%, respectively 

(Table 4).

The 30 gene list is functionally relevant 
in association with crc
To determine the importance and relevance of 30 best genes 

used in the model, we performed pathway, function, and bio-

marker studies using IPA. Of the 30 genes, 28 were known to 

be associated with a network involved in the development of 

colorectal adenocarcinoma, colon cancer, colon tumor, and 

adenocarcinoma (Figure 5A). Core function analysis sug-

gested the possible involvement of these genes in the CRC 

metastasis signaling and Wnt/β-catenin signaling pathways 

(Figure 5B). Left-hand y-axis indicates probable involvement 

Table 2 The best 30 genes ranked in the order of mutual 
information score

Gene Mutual information 
score (bits)

IL8 0.508
MMP7 0.496
SMPD1 0.489
CLDN1a 0.444
SLC6A6 0.441
MMP1 0.426
USP2 0.420
WNT5A 0.415
TGFB1 0.402
TMIGD1 0.402
MALL 0.398
KIAA1199 0.393
OTOP2 0.392
CA1 0.390
GUCA2B 0.390
CLCA4 0.383
SCD 0.377
CEACAM7 0.375
XPOT 0.374
CA4 0.372
SEMA6A 0.372
BEST4 0.371
SECTM1 0.367
CDH3 0.363
MUSK 0.363
MS4A12 0.362
IL6R 0.362
PMEPA1 0.361
EPB41L3 0.355
SCGN 0.353

Note: aSignificantly altered at genomic level.

Figure 2 Bar chart showing the performance measures of different features (gene) lists.
Abbreviations: lOOcV, leave-one-out cross validation; cV, cross validation.

Powered by TCPDF (www.tcpdf.org)

www.dovepress.com
www.dovepress.com
www.dovepress.com
https://www.dovepress.com/get_supplementary_file.php?f=98910.pdf
https://www.dovepress.com/get_supplementary_file.php?f=98910.pdf


OncoTargets and Therapy 2016:9 submit your manuscript | www.dovepress.com

Dovepress 

Dovepress

3319

Functionally relevant prediction model for colorectal cancer

of specific pathways. Right-hand y-axis denotes ratio, which 

indicates percentage of genes in a pathway that are found 

in the gene list. In addition, the function of the 30 genes 

indicated that they were significantly associated with cancer 

(Figure 5C). Biomarker analysis further confirmed the useful-

ness of employing these 30 genes for discriminating between 

cancer and normal samples. CDH3, CEACAM7, CLDN1, 

CXCL8 (IL8), and IL6R are known biomarkers. There are 

drugs available to target IL6R, MMP1, and MMP7, which 

could be helpful for further understanding the critical involve-

ment of these genes in CRC (Table 5). Four molecules are 

detectable in the blood, namely, CDH3, MMP1, MMP7, and 

TGFBI, which makes them good candidates for developing 

diagnostic assays. IL6R has been targeted using tocilizumab, 

while MMP1 and MMP7 can be targeted using Marimastat 

(British Biotech, Oxford, UK).

Finally, a network with a score of 20 (definition of score 

described in “Materials and methods” section) was constructed 

with these 30 genes and showed their probable involvement 

in cellular movement (Figure 6). In Figure 6, the top scoring 

network generated by the genes used in model building is 

illustrated. This network had a score of 25 and included ten 

out of 30 genes as focus molecules.

Discussion
In this study, we created an SVM model based on optimal 

parameters (kernel and SVM parameters) and feature selec-

tion. We further conducted both functional and biomarker 

analyses of the selected 30 genes.

comparison of mrMr + sVM hybrid with 
other models
The mRMR method16 minimizes redundancy and is based on 

mutual information that considers the distribution function 

of the variables. The hybrid of mRMR coupled with differ-

ent models has resulted in a better classification algorithm. 

Figure 3 Expression profiles of the 30 selected genes in the CRC data.
Notes: The x-axis denotes the sample type (normal or cancer), and the y-axis denotes the gene symbol. The normalized level of the expression is indicated by colors as 
shown in the key.
Abbreviation: crc, colorectal cancer.
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Some of the models performed well during cross-validation 

process, while others performed well during the indepen-

dent testing.

The hybrids mRMR + REPT and mRMR + BN were the 

best models based on the tenfold cross validation as compared 

to mRMR + SVM hybrid. However, mRMR + REPT did 

not perform well in the classification of GEO independent 

dataset. This may be a result of overfitting of these models. 

The performance of mRMR + MLP was the worst in tenfold 

cross validation. This is because MLP usually gets entrapped 

in a local minimum of the objective function and it misses 

converging to the global minimum.

This is a result of the gradient descent optimization 

method applied. One can ameliorate this problem by using 

derivative-free optimization methods such as pattern search. 

On the other hand, the hybrid mRMR + REPT was the best 

performing model using the tenfold cross validation. This is 

because REPT is a fast decision tree learning by downsizing 

of decision trees. It removes sections of the tree that provide 

little power to classify examples, and this ultimately improves 

the accuracy of the cross-validation testing. However, this 

method does not generalize well on the independent dataset, 

since it had an accuracy of 71.52%. This may be as a result 

of pruning important trees, which may lead to overfitting. 

In the same way, RF selects a small number of genes while 

maintaining predictive accuracy by discarding genes with 

the smallest importance values.

While NB has an advantage of training rapidly, it suffers from 

assuming independence of features. This assumption means that 

relation among the genes may not be generalized.31

It has been shown that mathematical theory of SVM 

is based on its success on empirical performance in gene 

expression data. That is, SVM have robust to high variable-

to-sample ratio and they use robust regularized technique 

to avoid overfitting.32 This explains why mRMR + SVM 

generalize well (with an accuracy of 95.27%). This is in 

accordance with the work of Statnikov et al33 who proved 

that SVM outperformed RF by using 22 diagnostic and 

prognostic datasets. A comprehensive comparison of RF 

and SVM in microarray cancer-based classification showed 

that SVM outperformed RF in two scenarios, namely, with 

genes or no genes selected. They elucidated the superiority 

of SVM over RF because SVM may be less sensitive to the 

choice of input parameters than RF.

In another study, it was shown that Bayesian nets and 

SVM model were both competitive when applied to com-

plete patients’ dataset.34 In this study, both mRMR + BN and 

mRMR + SVM were the best performers, with an accuracy 

of above 90% in the independent testing.

The model is used specifically for classifying only CRC 

and can be used to classify other types of cancer if they share 

Figure 4 confusion matrix for cancer samples.
Notes: rows represent the actual state of the sample, where T is cancer sample 
and Wc is wrong prediction; columns represent the corresponding prediction using 
the sVM model. This is the prediction of 46 cancer samples using lOOcV.
Abbreviations: lOOcV, leave-one-out cross validation; sVM, support vector machine.

Table 3 comparison of mrMr + sVM with other models using tenfold cross validation

Hybrid method Sensitivity (%) Specificity (%) Accuracy (%) MCC

mrMr + Bn 80 91 86 0.72
mrMr + rF 87 89 85 0.76
mrMr + nB 80 89 84 0.69
mrMr + rePT 83 93 89 0.76
mrMr + MlP 72 82 77 0.54
mrMr + sVM 83 87 84 0.71

Note: The accuracy, as depicted by the values in bold, indicates the best two hybrid methods.
Abbreviations: mRMR, minimum-redundancy–maximum-relevance; SVM, support vector machine; MCC, Matthews correlation coefficient; BN, Bayes net; RF, random 
forest; nB, naïve Bayes; rePT, reduced error pruning tree; MlP, multilayer perceptron.
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Table 4 Prediction accuracy (%) of mrMr + rePT, mrMr + MlP, mrMr + nB, mrMr + Bn, mrMr + rF, and mrMr + sVM on 
datasets generated by other groups

Data mRMR + REPT mRMR + MLP mRMR + NB mRMR + BN mRMR + RF mRMR + SVM

gse36400 63.38 50.00 71.43 92.86 78.57 92.86
gse42690 100.00 78.94 78.94 89.46 73.68 100.00
gse24550 50.00 97.89 93.66 93.66 95.07 92.96
Average 71.52 75.61 81.34 91.99 82.44 95.27

Abbreviations: mrMr, minimum-redundancy–maximum-relevance; rePT, reduced error pruning tree; MlP, multilayer perceptron; nB, naïve Bayes; Bn, Bayes net; 
rF, random forest; sVM, support vector machine.

β

Figure 5 (Continued)
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Table 5 Biomarker analysis of selected genes

Symbol Presence in blood Cellular location Family Drugs targeting the protein

CDH3  Plasma membrane Other –
CEACAM7 Plasma membrane Other –
CLDN1 Plasma membrane Other –
IL8 extracellular space cytokine –
IL6R Plasma membrane Transmembrane receptor Tocilizumab
MMP1  extracellular space Peptidase Marimastat
MMP7  extracellular space Peptidase Marimastat
TGFB1  extracellular space growth factor –

Figure 5 Functional analysis of genes.
Notes: (A) a 30-gene network with functions, namely, colorectal adenocarcinoma, colon cancer, colon tumor, and adenocarcinoma. (B) a bar chart showing that the 
30 genes used to build the model are involved in crc metastasis. left-hand y-axis indicates probable involvement of specific pathways. Right-hand y-axis denotes ratio that 
indicates percentage of genes in a pathway that are found in the gene list. (C) a bar chart showing that the 30 genes used to build the model are ranked to be highly involved 
in cancer.
Abbreviation: crc, colorectal cancer.

the same set of genes. We have not tested the same model on 

other types of cancer; however, four of the genes from our list 

of 30 best genes, IL8, TGFB1, MMP1, and WNT5A overlap 

with the breast cancer biomarkers,35–38 whereas CLDN1 and 

TGFB1 overlap with gastric cancer.39,40

Earlier, efforts were made to predict colon cancer based 

on gene expression microarrays. These methods suffered 

from lower accuracy rate. DL19 and signal-to-noise ratio18 had 

a low prediction accuracy of 83.33% and 90.2%, respectively, 

on the colon data. Genetic algorithms17 had a prediction 

accuracy of 93.55%. However, being a wrapper method, it 

suffers from overfitting and is computationally expensive. 

As for RFE method coupled with SVM,15 it had an overall 

accuracy of 98%. Despite having higher accuracy, it has 

some limitations. First, RFE finds only the k dimension in 

the final subset by trying to append to the set k features (this 

is why it is most accurate in class separation using an SVM 

classifier).15 However, appending one gene to another does 

not form an optimal feature set, as the two genes might be 

highly correlated, which leads to redundancy in the feature 

set. Biologically, the expression of one gene can trigger 

another gene to be expressed in the same direction, but this 

does not necessarily mean that the first gene is important as 

a feature. Second, a review on microarray feature selection 

methods by Bolón-Canedo et al20 showed that SVM-RFE, in 

spite of the fact that it is in theory better than filter methods, 

achieved comparable or even worse results than filter meth-

ods in terms of classification accuracy. Partial least squares14 

coupled with SVM had a prediction accuracy of 90.3% for the 

colon data. This method select genes based on the mean and 

standard deviation and this leads to variability problems.

genes selected
From our selected list of 30 genes, nine overlapped with 

the genes selected by Chu et al:41 MMP7, KIAA1199, 

CA1, GUCA2B, CLCA4, CA4, CDH3, MS4A12, and IL6R; 

GUCA2B and CDH3 overlapped with the top six genes 

found by Li et al.42
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Figure 6 Top scoring network generated by the genes used in model building.
Note: This network had a score of 25 and included 10 out of 30 genes as focus molecules. 

IPA analysis suggested that genes in this network might 

be associated with the development of colorectal adenocar-

cinoma, CRC, and colon cancer and in the CRC metastasis 

signaling and Wnt/β-catenin signaling pathways. In a pre-

vious study, the abnormal regulation of the Wnt/β-catenin 

signaling pathways was found to be one of the major causes 

of CRC,43 and hence it plays a potential role in CRC therapy.44 

At the cytogenetic level, the IL6R gene from this list was 

found to be a significant target as analyzed by the Genomic 

Identification of Significant Targets in Cancer tool,36,45 further 

underscoring the functional relevance of the feature selection. 

This finding also suggests that altered copy number changes 

at these loci might be involved with CRC. At the transcrip-

tional level, IL6R, CA4, PMEPA1, CDH3, MALL, IL8, 

MS4A12, MUSK, CLDN1, OTOP2, SCD, MMP7, EPB41L3, 

and SLC6A6 were found to be differentially regulated in 

cancer samples when compared with normal matched tis-

sues from the same group of patients. At the molecular level, 

CDH3 gene played a role in carcinogenic pathway in some 

patients with CRC, and methylating agents can be used to 

reduce CDH3 expression to prevent tumor formation.46 In 

addition, MS4A12 gene has been implicated in colon cancer, 

and it is a colon-specific components of store operated Ca2+, 

which promotes tumor growth. On the other hand, SLC6A6 

gene has been suggested to play a major role in promoting 

the survival and multidrug resistance of CRC. Mal, T-cell 

differentiation proteinlike (MALL), gene has been shown to 

be downregulated in CRC, and its expression at the protein 

level has not been measured, and diagnostic and prognostic 

utilities have not been researched. The mechanistic aspects 

of these genes need to be further examined to reveal their 

crucial roles in causing CRC. Our functional analyses open 
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up avenues for studying other genes and their possible roles 

as biomarkers of predictive value.

Conclusion
This study provides a prediction model to differentiate 

between normal and CRC samples using exon array-based 

data. Our method, which combines mRMR feature selection 

of 30 genes with SVM using an RBF kernel, yielded an accu-

racy of 95.27% on an independent dataset. Some of the 30 

genes selected by our method have already been confirmed as 

being implicated in the CRC pathway. The feature selection 

method used in this study depends on the use of labeled data, 

and this can be ameliorated by the use of DL methods. This 

work would pave the way for building classification models 

for cancer based on gene expression data.
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