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Background and Aim: Endoscopic differentiation between malignant and benign gastric 
ulcers (GU) affects further evaluation and prognosis. The aim of our study was to evaluate 
a deep learning algorithm for discrimination between benign and malignant GU in a database 
of endoscopic ulcer images.
Methods: We retrospectively collected consecutive upper gastrointestinal endoscopy images 
of GU performed between 2011 and 2019 at the Sheba Medical Center. All ulcers had 
a corresponding histopathology result of either benign peptic ulcer or gastric adenocarci-
noma. A convolutional neural network (CNN) was trained to classify the images into either 
benign or malignant. Endoscopies from 2011 to 2017 were used for training (2011–2015) and 
validation (2016–2017). Hyper-parameters, image augmentation and pre-training on Google 
images obtained images were evaluated on the validation data. Held-out data from 2018 to 
2019 was used for testing the final model.
Results: Overall, the Sheba dataset included 1978 GU images; 1894 images from benign 
GU and 84 images of malignant ulcers. The final CNN model showed an AUC 0.91 (95% CI 
0.85–0.96) for detecting malignant ulcers. For cut-off probability 0.5, the network showed 
a sensitivity of 92% and specificity of 75% for malignant ulcers.
Conclusion: Our study displays the applicability of a CNN model for automated evaluation 
of gastric ulcers images for malignant potential. Following further research, the algorithm 
may improve accuracy of differentiating benign from malignant ulcers during endoscopies 
and assist in patients’ stratification, allowing accelerated patients management and indivi-
dualized approach towards surveillance endoscopy.
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Introduction
Gastric ulcer is a common medical condition, with yearly incidence of more than 
5 per 1000 adults.1 Malignancy rate in endoscopically diagnosed gastric ulcers 
diverges substantially, ranging between 2.4% and 21%.2,3

Gastric cancer is the 3rd leading cause of cancer death worldwide.4 Histology of 
adenocarcinoma is prevalent in 95% of cases, with poor prognosis of 5-year overall 
survival rate less than 30% in most countries.5

Early detection of malignant ulcers is highly important for further treatment and 
improved survival. Therefore, endoscopic characteristics for malignant potential are 
widely implemented and are a common practice, and the term endoscopically suspicious 
appearance is used in daily practice as well as in literature.6,7 These characteristics 
include: dirty base, elevated ulcer borders, irregular ulcer borders.7
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Dirty base is characterized as containing areas of 
necrosis of different colors. Elevation of ulcer borders 
are considered if the borders are raised compared to 
ulcer base, and irregular borders are defined as asymme-
trical borders.7 Naturally, these characteristics are not well 
defined and prone to high inter-observer variability.

Automated image analysis is termed computer vision, 
which is a multi-disciplinary field that centers on compu-
ters’ gaining comprehension of digital images.8 In the past 
few years, artificial intelligence (AI) deep learning algo-
rithms, termed convolutional neural networks (CNNs), 
have reformed the computer vision field, offering signifi-
cant accuracy in various image analysis fields, including 
medical image analysis.9,10

We speculated that AI may yield better patients’ strati-
fication and improve detection of malignant GU during 
endoscopy.

Therefore, the aim of our study was to evaluate the 
accuracy of CNN for detection of malignant ulcers on 
gastroscopy image sets from individual patients. If 
proven accurate and feasible, implementation of AI 
will allow better detection of GU at high risk for 
malignancy and allow enhanced patients’ evaluation 
and treatment.

Methods
Study Design
We retrospectively retrieved gastric endoscopy images of 
benign and malignant gastric ulcers taken during upper 
endoscopies. The endoscopies were conducted at the 
department of gastroenterology at the Chaim Sheba 
Medical Center between the years 2011–2019 after obtain-
ing an informed consent. Intravenous sedation was given 
in various combinations of midazolam (2–5mg), fentanyl 
(0.05–0.1mg) and propofol (up to 1mg/kg) as per patient 
requirement and endoscopist’s preference.

Clinical indications for upper endoscopy procedure 
varied considerably, but included mainly upper abdominal 
pain or discomfort, anemia, vomiting, weight loss, upper 
gastrointestinal bleeding or any combination of symptoms.

All included images had a corresponding biopsy result, 
and were performed at ulcers’ diagnosis. Images were 
detected and evaluated by two experienced gastroenterol-
ogists, and only high-quality consensus pictures (see 
below) were included for analysis.

Patients’ medical charts were reviewed in order to 
ensure correct diagnosis of benign ulcers.

The images were obtained during upper endoscopy 
using Olympus gastroscopes – high definition system 180 
and 190-series (Olympus, Japan).

A convolutional neural network (CNN) was trained and 
tested for the ability to detect images with malignant ulcers.

This retrospective study has been approved by the local 
(Chaim Sheba Medical Center) ethics committee. Informed 
consent was waived by the IRB committee. All data was 
anonymized and patients’ confidentiality was fully secured 
in compliance with the Declaration of Helsinki.

Study Cohort
We searched our department’s electronic medical records for 
consecutive endoscopies where there was a morphological 
diagnosis of gastric ulcer. Images taken during endoscopy 
were evaluated by two experienced endoscopists, and only 
consensus high quality images showing a clear picture of the 
ulcer including full picture of ulcer’s base and margins that 
enable complete assessment of ulcer’s size and morphology 
were included for analysis. Thereafter, biopsy results were 
obtained for all included patients.

To enrich the data, we also obtained publicly avail-
able images using the Google images search engine. 
Combined automated and manual searches were per-
formed on Google images using the search terms: gastric 
ulcer/stomach ulcer/gastric carcinoma/gastric adenocar-
cinoma/gastric malignancy/gastric tumor/gastric malig-
nant ulcer/stomach malignancy/stomach malignant 
ulcer/stomach tumor/gastric ulcer benign/stomach ulcer 
benign AND endoscopy/upper endoscopy/procedure/ 
EGD. No other limits were applied. The search results 
were manually searched. The number of pictures identi-
fied at beginning was more than 1000; of which 100 
were selected – 50 classified as benign gastric ulcers 
and 50 classified as malignant gastric ulcers. Images 
were selected according to their quality as described 
above; only high-quality images showing a clear picture 
of the ulcer including full picture of ulcer’s base and 
margins were included for analysis.

Naturally, for these images, we did not have clear 
biopsy results. Thus, we used the public dataset strictly 
for pre-training the CNN.

Software and Hardware
The models were written in Python (ver. 3.6.5, 64 bits). 
We used the Keras (ver 2.1.5) library and the TensorFlow 
(ver. 1.5.0) library as backend for the CNN models. 
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Experiments were conducted on an Intel i7 CPU and two 
GeForce GTX 1080ti GPU machine.

Data and Model Preparation
Data from 2011 to 2017 was used for training and valida-
tion: training was done on years 2011–2015 and valida-
tions on years 2016–2017. Held-out images from 2018 to 
2019 were used for testing the final model.

To keep a patient level separation, if a patient had more 
than one endoscopy, all his studies were considered as 
having the last endoscopy date. That way, these patients’ 
endoscopies were exclusive in either the training, valida-
tion or testing sets.

For the experiments, we used the Xception CNN.11 

Xception showed high top-1 accuracy (0.790) on the 
ImageNet challenge.12 We have recently showed good 
results for Xception in classification of Crohn’s disease 
ulcers on video capsule endoscopy.13,14

Preprocessing of the images included normalization by 
dividing each RGB pixel by 255. Images were rescaled to 
299X299X3 to fit the pre-trained Xception model. To 
counter data imbalance, we have up-sampled the images 
of the malignant ulcers with a rate of 20:1. Up-sampling 
was done only in the training set.

Pre-trained weights were used for all the networks. 
These weights are derived from the model trained on the 
1.2 million everyday color images of ImageNet.12 Hyper- 
parameters used for training: 10 epochs; batch size 8; 
Adam optimization with a learning rate of 10−6. Softmax 
was used as the output activation function.

CNN Experiments
Training/validation split was used to evaluate two experi-
ments: I) added value of using publicly available images 
and II) added value of data augmentation.

I) The added value of pre-training using a publicly avail-
able data was evaluated. The Google images search engine 
was used to download 50 images of benign gastric ulcers 
and 50 images of malignant gastric ulcers. These images 
were evaluated as a first pre-training stage of the network.

II) The following image augmentation techniques were 
experimented on the training/validation data: random hor-
izontal flipping, rotation (90, 180, 270 degrees), contrast 
and brightness adjustments (range of ± 10–20 RBG points) 
and zooming in and out (range of ± 10–20%).

Study design is presented in Figure 1.
Figure 2 demonstrates morphologic characteristics of 

malignant (a) and benign (b) ulcers.

Statistical Analysis
Receiver operating curves (ROC) were plotted for each 
training/validation experiment by varying the operating 
threshold. The mean AUC of the validations were com-
pared and the best was used to determine the schema of 
the final model, to be tested on the held-out data.

The metrics for final model included area under the 
curve (AUC), accuracy, sensitivity, specificity, false posi-
tive rate (FPR), positive predictive value (PPV), negative 
predictive value (NPV) and F1 score, for detecting malig-
nant ulcers. The network’s final layer is a softmax activa-
tion function. Similar to logistic regression, images are 

Figure 1 Study design.
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assigned a probability between 0 and 1. Thus, as in logistic 
regression, a cut-off probability of 0.5 is targeted by the 
model to maximize accuracy. Lesions with a probability 
higher than 0.5 are considered malignant. Those with 
a probability of less than 0.5 are considered benign. 
Different cut-off values can be used for a tradeoff between 
sensitivity and specificity. We evaluated the metrics for 
different cut-off probabilities of the model (0.3, 0.5, 
and 0.7).

Bootstrapping validations (1000 bootstrap resamples) 
were used to calculate 95% confidence intervals (CI) for 
metrics.

Results
Study Population
Overall, our dataset included 1202 endoscopies conducted 
for 1091 patients. Of the patients, 1039 had benign ulcers and 
52 had malignant ulcers. Patients with benign ulcers were 
older compared to patients in the malignant ulcers group 
(68.3±15.7 vs 64.3 ± 18.7, p=0.132), and more frequently 

women (45.0% women in benign ulcers group vs 34.6% 
women in the malignant ulcers group, p=0.134).

Only patients with biopsy proven malignant adenocar-
cinoma of the stomach were included in the malignant 
group.

For each endoscopy, 1–2 images were available in our 
electronic medical records, yielding a total of 1978 
images. Of those, 1894 were benign ulcers and 84 malig-
nant ulcers.

Pre-Training Using Publicly Available 
Images
Without pre-training on the public dataset, Xception 
showed AUC 0.79 (95% CI: 0.66–0.90). With pre- 
training using Google images retrieved public dataset, 
Xception showed AUC 0.84 (95% CI: 0.76–0.92).

Image Augmentation
Image augmentation experiments were conducted without 
pre-training on the Google images dataset. Experiments 
were conducted on the training/validation data split. Overall, 

Figure 2 Morphologic characteristics of malignant (A) and benign (B) ulcers. (A) malignant gastric ulcers. Ulcers are usually large (more than 1 cm) with irregular borders. 
Borders are elevated compared to the base, and base discoloration is commonly present. (B) Benign gastric ulcers. Ulcers are usually smaller (less than 1 cm), with a clean 
base and regular flat borders.
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Image augmentation showed an increase in the validation 
AUC from 0.79 to 0.83. Table 1 presents the results of the 
experiments with different image augmentation techniques.

Final Model
For the final model, we pre-trained on the Google images 
data, and used the full data augmentation. Images from 
years 2011–2017 were used to train the network and 
images from years 2018–2019 were used for testing. The 
final model showed AUC=0.91.

The final model’s metrics for different cut-off values 
are presented in Table 2. For cut-off probability of 0.5, the 
model’s shows sensitivity 92% and specificity 75%.

Discussion
Early detection and differentiation between benign and 
malignant gastric ulcers are substantially important for 
accelerated and improved cancer processing and treatment. 
Therefore, accurate during endoscopy characterizations of 
ulcers suspicious of malignancy is highly valuable for 
patients’ management. Herein, we were able to show that 
CNN has potential in classification of gastric ulcers images 
taken during endoscopic procedure to benign or malignant. 

The algorithm was able to detect malignant ulcers with an 
AUC 0.91.

Due to the high mortality rates associated with gastric 
cancer,4,5 and the relatively prominent percentage of 
malignancy among the common diagnoses of gastric 
ulcer2,3 many studies assessed the yield and sensitivity of 
endoscopic evaluation for malignancy diagnosis.

According to literature, both endoscopic benign 
appearance per endoscopists’ impression at the time of 
the procedure and ulcer morphology were significantly 
predictors of malignant or benign potential of gastric 
ulcers (P<0.001 for both).6

Specific morphologic characteristics of malignancy 
were described in detail in many publications.7,15–18 

These characteristics consist of a few parameters, mainly 
discolorations of the base of the ulcer and specific struc-
ture and appearance of the ulcer’s borders, along with their 
relations to the surrounding mucosa.

Each of these parameters alone was shown to have 
high sensitivity for the diagnosis of malignant gastric 
potential: ulcer base discoloration – 79, elevated ulcer 
border – 94% and irregular gastric border − 91%. The 
specificity was 93, 82 and 89%, respectively.7

Ulcer’s median diameter as estimated by the endosco-
pist during procedure was also shown to correlate to its 
malignant potential. Thus, 86% of ulcers more than 3 cm 
were malignant, compared to only 2% of ulcers smaller 
than 1 cm (p<0.001).7

The experienced endoscopists’ judgment combines all 
these morphological characteristics into diagnostic estima-
tion (benign versus malignant ulcer) with a very high 
prognostic yield.6,7

Hence, performed by a single highly experienced 
endoscopist using white light imaging, the reported sensi-
tivity of endoscopy for detecting malignant gastric ulcer 
was 0.98 with specificity of 0.84 (positive predictive value 
0.84 and negative predictive value 0.98).7 Naturally, these 
results are highly operator – dependent, and less experi-
enced endoscopists may not reach such high specificity 
and sensitivity.

Due to the accuracy of morphologic characteristics and 
the importance attributed to endoscopists’ evaluation, 
applying the CNN model seemed promising since experi-
ence is evidently a major factor in malignancy detection.

In our study, we managed to achieve an AUC of 0.91, 
which denotes high accuracy for detection of malignancy 
in endoscopic pictures of gastric ulcers, with sensitivity 
92% and specificity 75%. Importantly, this score, is close 

Table 1 Results of Image Augmentation Experiments

Image Augmentation AUC (95% CI)

None 0.79 (95% CI 
0.66–0.90)

Horizontal flipping; Rotation (90, 180, 270 
degrees)

0.83 (95% CI 
0.74–0.90)

Horizontal flipping; Rotation (90, 180, 270 
degrees); Brightness and contrast (in the range of 

± 10 RGB points); Zooming in and out (in the 
range of ± 10%).

0.82 (95% CI 
0.73–0.89)

Horizontal flipping; Rotation (90, 180, 270 
degrees); Brightness and contrast (in the range of 

± 20 RGB points); Zooming in and out (in the 

range of ± 20%).

0.83 (95% CI 
0.75–0.90)

Table 2 Final Model’s Metrics Table

Cut-Off 
Probability

Sensitivity Specificity PPV NPV F1 
Score

0.3 1.0 0.33 0.06 1.0 0.11

0.5 0.92 0.75 0.13 1.0 0.22
0.7 0.42 0.95 0.26 0.98 0.32

Abbreviations: PPV, positive predictive value; NPV, negative predictive value.
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to the reported results in the literature of a single highly 
experienced endoscopist.7 A recent study by Hirasawa 
et al using AI for detection of early and advanced gastric 
cancer,19 reached overall sensitivity of 92% in malignancy 
detection using CNN, with a positive predictive value of 
30.6%. In that study, originated in Japan, more than 13,000 
endoscopic images of gastric cancer were used for train-
ing. Following further practice, we expect improved 
results with higher sensitivity and specificity.

Another recent study using CNN for determine inva-
sion depth to distinguished early gastric cancer from dee-
per submucosal invasion,20 reached sensitivity and 
specificity of 76%, and 95%, respectively. Both latter 
studies were performed in Japan and China, where gastric 
cancer prevalence is much higher than in Western coun-
tries, and screening programs for early detection are 
performed.4,5 As far as we know, our study is the first to 
use CNN in gastric cancer on Caucasian population in 
a Western country.

Notably, as described above (see methods), all ulcers’ 
diagnoses were pathologically confirmed, since only 
images of patients with present pathological results were 
included in the study. This adds to the strength of our 
results, and reduces the risk of bias due to false diagnosis. 
Patients’ medical records were reviewed in order to avoid 
a bias from false negative biopsy and exclude delayed 
cancer diagnosis.

Data in literature diverges in the matter of appropriate 
follow-up for patients with endoscopically diagnosed gas-
tric ulcers. While current European and British guidelines 
advice follow-up gastroscopy for all gastric ulcer until full 
healing is achieved in order to exclude malignancy,21 the 
American guidelines of the ASGE recommend follow-up 
endoscopy only in selected cases.22 This conflict reflects 
the mal prognosis of late diagnosis of gastric cancer on 
one hand, and the added risk and low cost-effectiveness of 
performing repeated endoscopies on the other hand. 
Recent data from studies assessing the yield of performing 
follow-up endoscopy for benign-appearing gastric ulcers 
found no additive value in detecting malignancy in these 
cases,7,23 emphasizing the need for accurate high quality 
endoscopic diagnosis. Obviously, diagnosis must be patho-
logically confirmed.

We believe that following further validation and train-
ing, the neural network–based systems can facilitate deci-
sion-making and assist in characterizing and 
differentiating between benign malignant and ulcers. The 
system can be regarded as a second-opinion experienced 

reader and enhance diagnostic accuracy. This will hope-
fully lead to faster management of patients suffering from 
malignant disease on one hand, and to reduction in unin-
dicted follow-up endoscopies on the other hand.

Our study had limitations. Firstly, the study is a single 
center retrospectively designed.

The retrospective design of the study might have 
caused selection bias; differences in images quality 
among different endoscopists and along the years with 
different endoscopes may lead to bias between representa-
tive vs non-representative data. However, it covers 
a decade of endoscopies and endoscopic images included 
were performed by all members of the gastroenterology 
departments (24 physicians), so it reflects a wide and 
diverse variety of patients and endoscopists. Secondly, 
our cohort had relatively small group of malignant ulcers. 
We believe that a larger dataset may improve and raise the 
accuracy of the results. We augmented the small dataset by 
using Google images to obtain data for a pre-training step. 
This showed promising results and may be considered in 
future studies. For the public dataset, we did not have 
biopsy results. Yet, it was used strictly as a preliminary 
pre-training stage, and thus, for validation/testing of the 
models, all images had a corresponding biopsy result from 
our institution. We downloaded 100 images for the public 
dataset. This was close to the number of patients with 
malignant lesions in our initial cohort. Naturally, a larger 
number of images can be downloaded from Google 
images. Thirdly, we chose to perform train/validation/test 
split using chronological split, while maintaining a strict 
patient level separation. This ensures no chronological 
data leakage. Other forms of data split, such as random 
train/validation/test split or n-fold cross validation, may be 
good alternatives.

Fourthly, our study did not address T staging of the 
malignant ulcers. Our aim was to differentiate malignant 
from benign GU at first endoscopy, and therefore did not 
include further evaluation as EUS or CT. This subject 
merit further investigation.

Lastly, there are numerous different ways of applying 
neural networks for the problem. For example, multiple 
other “off-the-shelf” networks, or specifically designed 
networks, or other numerous architectural and hyper- 
parameter decisions can be made. Despite these limita-
tions, our proof-of-concept study shows possible clinical 
benefits of employing CNN to gastric ulcers, with sensi-
tivity and specify close to those reported in the literature 
for highly experienced endoscopists. An interesting 
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validation can be performed with an independent group of 
endoscopists classifying the same images that were used to 
test the algorithm. This, naturally, merits further 
investigation.

In conclusion, our study displays the applicability of 
a CNN model for automated evaluation of gastric ulcers 
images for malignant potential. Following further valida-
tion, the algorithm may improve accuracy of differentiat-
ing benign from malignant ulcers during endoscopies and 
assist in patients’ stratification, allowing accelerated 
patients management and individualized approach towards 
surveillance endoscopy. Ideally, this will be performed in 
a real-time setting during endoscopy, with specific marks 
indication suspicious eras in GU where focused biopsies 
can yield an accurate diagnosis. A similar technique is 
currently being used commercially for polyp detection 
during colonoscopy and shows elevation in polyp detec-
tion rate during endoscopy.24

Abbreviations
GU, gastric ulcers; CNN, convolutional neural network; 
AI, artificial intelligence; AUC, area under the curve; FPR, 
false positive rate; PPV, positive predictive value; NPV, 
negative predictive value.
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